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Introduction: digitizing the historian’s toolbox

There is a practical and methodological change underway in the historian’s craft in the form of ‘digital history’. (Weller 2013) This is not the first time that computer-based methods have been seen as having the potential to revolutionize historical studies. During the late 1960s and early 1970s the rise of ‘cliometrics’ and ‘quantitative history’ led within history to a kind of culture war broke out in the profession and a flurry of tense conference panels, public arguments, and roundtables took place with subtitles, such as «The Muse and Her Doctors» and «The New and the Old History.» This culture war pitted the «new» history, largely influenced by social science theory and methodology, against the more traditional practices of narrative historians. The «new» historians used computers to make calculations and connections never before undertaken, and their results were, at times, breathtaking. Giddy with success, perhaps simply enthusiastic to the point of overconfidence, these historians saw little purpose in anyone offering resistance to their findings or their techniques. When challenged at a conference, more than one historian responded with nothing more than a mathematical equation as the answer. (Thomas 2004, 56)

Despite the successes of this ‘cliometric revolution’ it never managed to revolutionize historical studies on the grand scale but instead added a valuable tool to the historian’s toolbox. Whether the ongoing ‘digital history’ is going to be a revolution or not just yet another addition to the historian’s toolbox is too early to tell but it is nevertheless worth trying to see its current status. To do this we in this paper are going to analyze the perhaps most central — and definitely the most topical — of the new methodological tools in the digital historian’s toolbox in the form of ‘topic modeling’. Topic modeling is a prominent methodological example of literary historian Franco Moretti’s ‘distant reading’ approach to (literary) history which he has described as ‘, where “history will quickly become very different from what it is now: it will become ‘second hand’: a patchwork of other people’s research, without a single direct textual reading.” (Moretti 2000: 57, emphasis in original, see also Moretti 2013) Distant reading rather than the data that can be gotten from ‘close reading’ of texts, depends on reading and analyzing aggregated ‘metadata’ of texts: titles, author names, publication years, affiliations and keywords. Another term for distant reading is ‘not-reading’ (Mueller 2007) with its connection to distant reading and metadata explained in the following way:

As long as there have been books there have been more books than you could read. In the life of a professional or scholar, reading in the strong sense of «close reading» almost certainly takes a back-seat to finding out what is in a book without actually reading all or even any of it. There are age-old techniques for doing this, some more respectable than others, and they include skimming or eyeballing the text, reading a bibliography or following what somebody else says or writes about it. Knowing how to «not-read» is just as important as knowing how to read. .... A provisional answer to the question what metadata are good for, then, might say that metadata ... let you condense not only a single text, but in a sufficiently ample environment they let you condense arbitrarily large sets of texts. And if you employ visualization techniques — an increasingly powerful digital tool — these condensed representations can be displayed as if they were locations on some map. Just as white space in a book with good layout maps the terrain of the pages and orients readers before they actually «read», so metadata, when «laid out» in the right way can provide readers with a simultaneous overview of many books and direct their attention to areas where it would pay to read closely. That is the promise of Franco Moretti’s «distant reading». (Mueller 2007)

This study give an overview of the history of topic modeling within digital humanities and survey its application within digital history as well as possible future methodological extensions. We will also analyze its uses in terms of various historical and methodological parameters: aims of investigations, what historical periods it has been applied to, languages, number of topics, kinds of texts, and kinds of publications.

**Topic modeling as computer science: meaning, applications and potential**

Topic modeling (TM) usually represents some form of a computer aided text processing tool that can be used to postulate complex latent structures responsible for a set of observations, making it possible to use statistical inference to recover this structure. This kind of approach is particularly useful with text, where the observed data (the words) are explicitly intended to communicate a latent structure (their meaning). (Griffiths & Steyvers 2004, 5228)

Put in simpler terms, a topic model is a computer aided program that from a text generates ‘topics’ or ‘themes’: strings of words that are supposed to be indicative of themes addresses within the text. The basic idea is that words that cluster ‘closely’ share a meaningful connection, i.e. a ‘topic’, ‘theme’ or ‘motif’ of a text, which in lay terms could be understood as the ‘important’ or ‘significant’ key words of shared theme.

The overwhelming benefit of TM is that it allows analysis of vastly larger quantities of data as compared to traditional approaches, allowing new ways of data mining. For example it would be practically impossible using traditional methods to summarize all publications of the journal *Science* 1990–1999 making up a corpus of 57 million words (Blei & Lafferty 2007). Therefore the structuring of textual data material, regardless of size probably represents TM’s major advantage. Furthermore TM can function as search tool far superior to traditional single word searches (Mimno 2012). As TM potentially identifies themes within texts, it is possible to search for these within a corpus, turning it into a search function. And lastly, TM can serve as quantitative check for intuition. As TM identifies the most prominent ‘themes’ of a text it is possible to use it as indicators of which themes are (and maybe more interestingly which are not) addressed within a text. For example the rural development
policy paper of the EU proclaimed itself to fundamentally break away from earlier policy efforts, by including quality of life aspects among others. However, only a few identified topics dealt with these new issues, compared to the traditional agricultural focus. So this ‘break’ appears to be primarily rhetorical (Brauer & Dymitrow 2013).

Today’s topic modeling relies on the development of so called ‘Latent Semantic Analysis’ (LSA) within natural language processing and machine learning in the 1990s (Deerwester et al 1990). The version of topic modeling most commonly used by historians is ‘latent Dirichlet allocation’ (LDA) developed in the early 2000s by a group of researchers led by David Blei and presented 2003. The LDA algorithm works by first removing so called ‘stop words’ from the text, e.g. a, an, the, there, under, which etc. that only have relational meaning. This speeds up the processing and filtering for ‘meaningful’ topics. Then the algorithm assumes that each document represents a ‘bag of words’ where co-occurring words share some sort of meaning and based upon a statistical mean (e.g. Gibbs sampling) constructs topics. There are a myriad of different assumptions within LDA, but the three major assumptions (Blei 2012) are the following:

- the order of the words within an analyzed text is irrelevant
- the order of the documents from an analyzed corpus is irrelevant
- the number of topic is previously known

These are quite bold assumptions, however, it seems that even despite this LDA is able to identify meaningful topics (Mimno 2012). Another algorithm is the Correlated Topic Model (CTM) which is a further development of the LSA approach (Blei & Lafferty 2007) and that tries to address the issue of having to assume the number of topics prior to the analysis. CTM unlike LDA does not assume that topics are unrelated and tries to build ‘correlations’ between the individual topics (hence the name). CTM’s advantage is that the number of topics does not have to be specified in advance, as these are a result of the correlation. The more technical side of TM research is constantly refining the algorithms involved (Asuncion et al. 2011; Baillie et al. 2011; Daud 2012; Huh & Feinberg 2012; Jianping et al. 2012).

The TM software used by the majority of researchers is the LDA-based MAchine Learning for LanguagE Toolkit (MALLET) developed by researchers at the University of Massachusetts-Amherst. MALLET works through a command line interface, making it a somewhat daunting for people just getting started with TM. MALLET requires two parameters to be defined before it can discover topics within a corpus: number of topics and the size of the document (chunk) within the corpus. (Jockers 2013, 133-34) However, there is currently no commonly agreed upon standard what these parameters should be. A ‘rule of thumb’ suggested by David Mimno is 100 topics with document chunks of 1000 words (Mimno in Jockers 2013, 134). However, this has to be adjusted to every individual analyzed corpus based upon the ‘best fit’ for the particular situation; therefore it represents an ongoing effort of improvement. There are also other LDA-implementations being developed such as the Paper Machines application (Johnson-Roberson 2012).

Additionally, another issue actively worked upon is finding the best possible way by researchers to interpret the meaning of the topics. Chang et al. (2009) discusses different statistical solutions to the problem involved in the interpretation of topics by humans; Jockers (2013) aid his interpretation by visualizing topics in a style akin to word clouds; while Heuser & Le-Khac (2012), among others efforts, identify the topic in combination with the original text by highlighting keywords on the document
pages. Either way this represents an area of research, both in trying to identify and best visualize the topics (Blei 2012). The possible use of topic modeling as a search function is also a topical research effort. Mimno (2012) has developed a method where it is possible to identify topics within one corpus and search for them in another. Extending upon this idea, it becomes possible to use TM over several languages, using similar corpuses in different languages addressing the same issue (e.g. a Wikipedia article on the same term, Mimno et al. 2013). Other areas being explored is to expand TM from words to other representations such as images, sequencing of genes or scientific network structures (Li et. al. 2010; Chen et. al. 2012; Ding 2011). Last but not least are great efforts devoted to improving the TM user interface, making topic modeling more user friendly (Blei 2012).

**Topic modeling as history: historians processing, modeling, and analyzing topics**

This study of the emergence of topic modeling in historical studies take as its end points the first publication of a peer-reviewed journal article by an historian using topic modeling in 2006 and the 2013 publication of the first academic research monograph by an historian using topic modeling. The studies discussed here are those historical studies we have discovered from 2006 until and including 2012.

The first peer-reviewed academic article by an historian — an earlier historical study (Griffiths & Steyvers 2004) was written by two cognitive scientists — had the title “Probabilistic Topic Decomposition of an Eighteenth-Century American Newspaper” and were written by historian Sharon Block together with computer scientist David Newman and published in *Journal of the American Society for Information Science and Technology (JASIST)* in 2006. To give an example of and a feel for what historical topic modeling might entail we in the following give a more closer reading of this pioneering study than we in the following will give the other studies.

The article applied topic modeling to analyze the content of the major American colonial newspaper *Pennsylvania Gazette* between 1728-1800 consisting of roughly 80 000 texts in the form of articles and advertisements. TM was used exploratively to test if its application was feasible in order to structure the content of the newspaper. They discovered that most identified topics were trivial — representing common linguistically structures or attributes of particular aspects, or just noise — admitting that the interpretation was greatly helped by a historian familiar with the subject matter as the difference between what is ‘trivial’ and ‘interesting’ is sometimes not very easy to determine. By analyzing the types of advertisements over time, they could plot relative trends of over time. For example through the rise and subsequent demise of their CLOTH theme (including words like; ‘silk’, ‘cotton’, ‘ditto’, ‘white’, ‘black’, ‘linen’ etc.), they were able to strengthen a previous assumption that there was a rise and subsequent fall of the Pennsylvania cloth industry. Similar trends could be established for the expansion of government, religion and crime. Their conclusion was that TM could provide a quantitative measure for these initial more qualitative historical intuitions of the period. Their conclusion was that the main advantage was in the amount of documents that could be covered, as compared to more traditional methods and the possibility of using TM as a quantitative indicator of larger overall trends.

In their article Block & Newman also stated that there had “been a huge increase in the number of historical primary sources available online. Yet there has been little
work done on processing, modeling, or analyzing these recently-available corpora.” (Newman & Block 2006, 753) That was the situation then and that is still the situation as evidenced by literary historian Matthew Jockers who in 2013 in the first historical research monograph using topic modeling Macroanalysis: Digital methods and literary history (University of Illinois Press, 2013) laments the lack of scholarly work in digital humanities:

To be sure, literary scholars have taken advantage of digitized textual material, but this use has been primarily in the arena of search, retrieval, and access. We have not yet seen the scaling of our scholarly questions in accordance with the massive scaling of digital content that is now held in twenty-first-century digital libraries. In this Google Books era, we can take for granted that some digital version of the text we need will be available somewhere online, but we have not yet fully articulated or explored the ways in which these massive corpora offer new avenues for research and new ways of thinking about our literary subject. (Jockers 2013, 16-17)

Our study confirms this view in regards to topic modeling as we during 2006-2012 found only some twenty historical studies using topic modeling of which the overwhelming majority either stayed at sketching possible uses or explored the method rather than used it to answer specific historical questions.

Distant reading of historical topic modeling

The texts using historical topic modeling included in this study could appear somewhat unreliable to traditional historians as they go beyond the standard academic texts. Following Toni Weller’s observation that “the traditional forms of publication in history are not suited to the fast-changing discourses of the digital age — demonstrated by the fact that most pure digital history texts tend to be in the form of websites, blogs and online articles and journals rather than the traditional historical outlet of the monograph” (Weller 2013, 4) we have also included these kind of texts as well as conference proceedings if these texts contains historical studies of topic modeling.

The texts were found by first mining the by now canonical texts of historical studies of topic modeling literature — e.g. Newman & Block 2006, Block 2006, Blevins 2010, Mimno 2012, Nelson 2011 that were all referenced in texts using historical topic modeling — for authors, articles, references and citations connected to these studies. This was followed by searching through Google, Google Scholar and Google Books with keywords such as ‘topic models’, ‘topic modeling’ in combination with ‘history’ and ‘historical’ and then the authors, articles, references and citations that were connected to the studies found through this were followed up to find additional texts. We limited ourselves to texts in English.

The studies found were then skimmed through to discern whether they were actually using topic modeling in any major way leading to studies only mentioning topic modeling in passing to be sorted out.

The result was 23 texts using topic modeling and shown in Table 1 as well as included in the bibliography marked with a star (*). These texts were analyzed in a distant or not-so-close reading fashion in that we were primarily not analyzing the details of the topic modeling in the studies but rather more larger patterns regarding topic modeling’s users and use. Although we intend to devote a extended study do a close(r) reading of the use of topic models in historical studies we can already now state that the majority of historical studies are primarily exploratory or prospective in
<table>
<thead>
<tr>
<th>ID</th>
<th>Year</th>
<th>Name</th>
<th>Based in</th>
<th>Discipline</th>
<th>Acad. seniority</th>
<th>Publ. type</th>
<th>Chronology</th>
<th>Location</th>
<th>Language</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2006</td>
<td>Sharon Block</td>
<td>USA</td>
<td>History CS</td>
<td>Assoc. Prof PHD</td>
<td>journal article</td>
<td>1728 - 1800</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>2</td>
<td>2006</td>
<td>Sharon Block</td>
<td>USA</td>
<td>History CS</td>
<td>Assoc. Prof</td>
<td>journal article</td>
<td>1728 - 1800</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>3</td>
<td>2007</td>
<td>David M. Blei</td>
<td>USA</td>
<td>CS</td>
<td>Assoc. Prof Prof</td>
<td>journal article</td>
<td>1900 - 1999</td>
<td>global</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>4</td>
<td>2008</td>
<td>David Hall</td>
<td>USA</td>
<td>CS</td>
<td>Student</td>
<td>B. A. thesis</td>
<td>1978 - 2006</td>
<td>USA</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>5</td>
<td>2008</td>
<td>David Hall Daniel Jurafsky</td>
<td>USA</td>
<td>CS Linguistics</td>
<td>PhD Student Professor</td>
<td>conf. paper</td>
<td>1978 - 2006</td>
<td>USA</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>6</td>
<td>2009</td>
<td>Christopher Manning</td>
<td>USA</td>
<td>CS Linguistics</td>
<td>Professor</td>
<td>conf. paper</td>
<td>1993 - 2008</td>
<td>USA</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>7</td>
<td>2010</td>
<td>Qi He Bi Chen</td>
<td>USA</td>
<td>CS</td>
<td>PhD Student</td>
<td>Conf. paper</td>
<td>1785 - 1812</td>
<td>USA</td>
<td>English</td>
<td>diaries, letters</td>
</tr>
<tr>
<td>8</td>
<td>2011</td>
<td>Lincoln Mullen</td>
<td>USA</td>
<td>History</td>
<td>PhD Student</td>
<td>Conf. paper</td>
<td>1700 - 1735</td>
<td>USA</td>
<td>English</td>
<td>diaries, letters</td>
</tr>
<tr>
<td>9</td>
<td>2011</td>
<td>Robert K. Nelson</td>
<td>USA</td>
<td>History</td>
<td>PhD</td>
<td>Newspaper</td>
<td>1860 - 1865</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>10</td>
<td>2011</td>
<td>Peter Wittek Walter Ravenek</td>
<td>Sweden</td>
<td>CS Physics Chemistry</td>
<td>Assoc. Prof IS</td>
<td>Conf. paper</td>
<td>1584 - 1650</td>
<td>Netherland</td>
<td>Multiple Languages</td>
<td>diaries, letter</td>
</tr>
<tr>
<td>11</td>
<td>2011</td>
<td>Tze-I Yang Andrew J. Terget Rada Mihalcea</td>
<td>USA</td>
<td>CS History CS</td>
<td>n/a Post Doc n/a</td>
<td>Conf. paper</td>
<td>1836 - 2008</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>12</td>
<td>2011</td>
<td>Sharon Block</td>
<td>USA</td>
<td>History</td>
<td>Assoc. Prof Prof</td>
<td>Journal article</td>
<td>1985 - 2005</td>
<td>USA</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>13</td>
<td>2011</td>
<td>Robert K. Nelson</td>
<td>USA</td>
<td>History</td>
<td>PhD</td>
<td>Conf. paper</td>
<td>1860 - 1865</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>14</td>
<td>2011</td>
<td>Thomas C. Templeton Travis Brown Sayan Battacharya Jordan Boyd-Graber</td>
<td>USA</td>
<td>CS Linguistics</td>
<td>n/a M.A. M.A. PhD</td>
<td>Conf. paper</td>
<td>1860 - 1865</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>15</td>
<td>2012</td>
<td>Ashton Anderson Dan McFarland Daniel Jurafsky</td>
<td>USA</td>
<td>CS Sociology Linguistics CS</td>
<td>PhD Student Assoc. Prof Professor</td>
<td>Conf. paper</td>
<td>1980 - 2008</td>
<td>USA</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>16</td>
<td>2012</td>
<td>Sophie Kushkuley</td>
<td>USA</td>
<td>Linguistics Mathematics</td>
<td>Ass. Prof</td>
<td>Conf. paper</td>
<td>1867 - 1899</td>
<td>USA</td>
<td>English</td>
<td>newspaper, magazine</td>
</tr>
<tr>
<td>17</td>
<td>2012</td>
<td>Matthew L. Jockers David Mimmo</td>
<td>USA</td>
<td>Language CS</td>
<td>Post Doc Post Doc</td>
<td>Faculty paper</td>
<td>1800 - 1899</td>
<td>USA</td>
<td>English</td>
<td>novels</td>
</tr>
<tr>
<td>18</td>
<td>2012</td>
<td>Ryan Heuser Long Le-Khac David Mimmo</td>
<td>USA</td>
<td>CS</td>
<td>n/a PhD Student</td>
<td>Faculty paper</td>
<td>1790 - 1900</td>
<td>UK</td>
<td>English</td>
<td>novels</td>
</tr>
<tr>
<td>19</td>
<td>2012</td>
<td>David Mimmo</td>
<td>USA</td>
<td>CS</td>
<td>Post Doc</td>
<td>Journal article</td>
<td>1911 - 2004</td>
<td>global</td>
<td>English</td>
<td>scientific articles</td>
</tr>
<tr>
<td>20</td>
<td>2012</td>
<td>Andrew Piper Mark Algee-Hewitt</td>
<td>Canada</td>
<td>Literature Language Literature</td>
<td>Assoc. Prof</td>
<td>Conf. paper</td>
<td>1774/1787</td>
<td>Germany</td>
<td>German</td>
<td>novels</td>
</tr>
<tr>
<td>21</td>
<td>2012</td>
<td>Matt Erlin</td>
<td>USA</td>
<td>Languages Literature</td>
<td>Prof Doc</td>
<td>Conf. paper</td>
<td>1731 - 1864</td>
<td>Germany</td>
<td>German</td>
<td>novels</td>
</tr>
<tr>
<td>22</td>
<td>2012</td>
<td>Allen B. Rider Ei Ching-man Au Yeung Adam Jawtowt</td>
<td>USA</td>
<td>Literature</td>
<td>PhD Student</td>
<td>Conf. paper</td>
<td>1928 - 2006</td>
<td>Germany</td>
<td>German</td>
<td>scientific articles</td>
</tr>
<tr>
<td>23</td>
<td>2012</td>
<td>Ching-man Au Yeung Adam Jawtowt</td>
<td>China</td>
<td>CS IS</td>
<td>Post Doc Assoc. Prof</td>
<td>Conf. paper</td>
<td>1990 - 2010</td>
<td>global</td>
<td>Multiple Languages</td>
<td>scientific articles</td>
</tr>
</tbody>
</table>

Table 1. Texts with historical studies 2006–2012 using topic modeling. Full references can be found in the bibliography. CS stands for Computer Science and IS for Information Science.
that they are focused on developing, testing or assessing TM as a historical method rather than actually using it to solve an independent historical problem, much in line with Jockers’ lament discussed above.

The texts’ authors and corpora were characterized according to several parameters: authors’ academic background, gender, rank and country of academic institution; corpora’s type, language, chronology, and geographical focus of the analyzed corpus. In the following we provide a presentation of our results both in the form of summarizing discussions of the results and in the form of diagrams that are also discussed. Like most studies using topic models many of the results are not unsurprising to those that have been following the development of the field.

Two such unsurprising facts about the texts’ authors are that the overwhelming majority of authors are men — with only two authors with recognizable female names; that an overwhelming majority (92%) are located at American (US and Canadian) academic institutions and the others are solitary researchers located in the Netherlands, Sweden, Japan and China. Somewhat perhaps more surprising is that judging from authors’ academic seniority this appears to be a young man’s — indeed — game with at least 56% untenured junior researchers of which almost a quarter undergraduate or graduate students and about a third of the authors being full or associate professors. (Fig. 1)

Furthermore another interesting finding is that it appears that this is a field that is very much still being technology driven in that only 30% of the authors have a disciplinary grounding in the humanities (history, literature and languages) and almost 60% belong to the technical and natural sciences (Fig. 2). This does not count the 9% of authors from linguistics who could be from either its humanist or technical side although it is the impression that most could be firmly placed in the technical camp. Finally one interesting finding is that such a relatively large part (13%) of the texts using topic modeling are non-standard academic publications such as blogs and websites.
When it comes to the texts’ corpora also here there are some expected results. The first is, as said above, the majority use LDA in its MALLET implementation and that the majority of corpora (74%) are in English followed by German (13%) and — perhaps more surprisingly — 13% in multiple languages. In line with this the geographical areas the corpora refers to are primarily the USA (62%) but interesting is that a substantial part (12%) are global in coverage. Each corpus’ chronological span varies between 2–134 years but most (55%) are 2–30 years. One of the most interesting findings is that it is so contemporary focused. The different corpora cover texts between 1564–2010 (Fig. 3) with a focus on the near present with almost a third starting after 1977. This is also reflected in what kind of corpus that is studied with the two largest parts (70%) being scientific articles and newspapers and more traditional historical material such as novels and handwritten texts making up the minority.

**Concluding discussion: retooling history?**

This have consisted in a first attempt towards systematically assessing the state of the art of the use of topic modeling within the prognosticated digital revolution of historical studies. The study has applied a distant reading approach towards a corpus of 23 texts consisting of historical studies of topic modeling 2006-2012. Although saving a closer reading of the use of topic modeling in the corpus for a future study what the study have shown is that very few in-depth and exhaustive historical studies of topic modeling can be found. The method is currently very much an emergent method in its infancy.

From a methodological point of view topic modeling has reached some stability in that there are primarily one method (LDA) and one implementation (MALLET) that is used by the majority of users. However, despite this there are a large interest both among computer scientists and historians in developing new variants and applica-
tions (such as Paper Machines) for topic modeling. TM also shows great potential in becoming used as search function and indexing method. Probably the best current application of TM is its application to quantitative check for intuitions. That most — although not all — of the work done upon developing TM is conducted by people from the computing disciplines are not surprising, what might be more surprising is that they are also in the majority developing it for historical studies.

When it comes to the historical survey many results are rather unsurprising and expected such as the US and English dominance. What is less expected is the dominance of technology and of junior researchers. Historical studies using topic modeling is in many ways following the model from natural sciences in that it is so far a young men’s and computer scientist’s game rather than the established historian’s. This relative lack of experienced humanists might probably to a large degree explain why so many of the studies are focused on the near present and on method development. Contrary to the natural and technical sciences, in humanities new critical perspectives and questions are generally considered to be the fruits of experienced scholars. Perhaps what topic modeling is lacking more than more sophisticated models is the experience to ask the new unexpected questions.

As it is now topic modeling is primarily being developed and explored rather than utilized as a reliable historical method. And although representing an interesting and promising methodology for historical applications is still very much a solution in search of its perfect problem to prove its value to historians. Or perhaps better, it is a technology in search for the historical killer app that will make it into a necessary sharp cutting-edge tool in the historian’s toolbox.
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Две черты, два «приема избегания» родят современные исследования и проекты в области «цифровых гуманитарных наук» (digital humanities, DH) с другими современными практиками гуманитарного исследования, например, с «новым историзмом». Во-первых, DH избегают единого определения, со-

1 Статья написана в рамках проекта РГНФ «Информационно-исследовательская база данных «Современники Шекспира: электронное научное издание»» (грант № 11-04-12064 в).
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Introduction

This collection of papers contains the materials of the conference «Cultural Research in the Context of “Digital Humanities”». The conference took place 3–5 October 2013 in the Herzen State Pedagogical University (Saint-Petersburg) with support of the Russian Foundation for the Humanities. More than 100 specialists and young scientists from many Russian cities and also from Belorussia, Ukraine, Kirghizia, Estonia, Latvia, Poland, Hungary, Romania, Germany, Holland, Finland, UK, Canada, China.

It is worth noting that the concept «digital humanities» is not widely spread in Russian academic vocabulary. Though, the problem of information technologies for the humanities is discussed. The concept «digital humanities» has a lot of definitions and renderings. For the conference we decided to interpret the concept «digital humanities» as the way of humanities' existence in the age of digital technologies of information keeping and transmission. The key topics are as follows: philosophical-cultural analytics of the age of digital technologies, the use of digital technologies in cultural researches, the forms of scientific community organization and the forms of public presentation of research results in digital form; creative practices, connected with the use of digital technologies. The mentioned topics were discussed in following directions. The majority of the reports are dedicated to the analytics of virtual reality, forms of new media, abilities and risks of the digital age, anthropology of the modern age.

Conceptual research models and technological methods of working with big volumes of information are mentioned, concrete technical decisions, platforms, infrastructures, resources that exist in open access are reported. The topic of information visualization is analyzed extensively.

Modern digital resources for humanitarian researches were discussed in different aspects — questions of digitization of archives, libraries, museum collections, forms of their procession and analysis. The projects already realized and still being developed in the sphere of encyclopedic, information resources, web portals, creation of museum expositions were represented. A special session was dedicated to the digital reconstructions of cultural heritage objects.

A great number of reports were dedicated to the problems of education and enlightenment in the digital age: forms and methods of distant learning, problems of transformation of relationship between teacher and student in the context of digital technologies.

The organizing committee expects that this international conference will serve for the establishment of the digital humanities in Russian academic landscape.