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Abstract

Many charged macro- or supra-molecular systems, such as DNA, are approximately rod shaped and to lowest order may be treated as continuous line charges. However, the standard method used to calculate electrostatics in molecular simulation, the Ewald summation, is designed to treat systems of point charges. We extend the Ewald concept to a hybrid system containing both point charges and continuous line charges. We find the calculated force between a point charge and i) a continuous line charge and ii) a discrete line charge consisting of uniformly spaced point charges, to be numerically equivalent when the separation greatly exceeds the discretization length. At shorter separation, discretization induces deviations in the force/energy, and point charge-point charge correlation effects. As significant computational savings are also possible, the continuous line charge Ewald method presented here offers the possibility of accurate and efficient electrostatic calculations.

1 Introduction

Many important natural and synthetic macromolecular systems are charged and approximately one dimensional, e.g. DNA, rigid polyelectrolytes, and charged nanotubes or nanorods. To a first approximation, the distribution of charge in these systems may be modelled as a continuous line charge. The behavior of one or more such line charges, together with neutralizing counter-ions and added electrolyte, may be predicted through various theoretical approaches, e.g. counter-ion condensation,\textsuperscript{1,2} Poisson-Boltzmann,\textsuperscript{3–6} density functional,\textsuperscript{7} integral equation,\textsuperscript{8,9} and strongly coupled Coulomb\textsuperscript{4,10–13} theories. Of particular note are strongly coupled Coulomb predictions of overcharging and like charge attraction\textsuperscript{10,12,14} – features observed experimentally under strong coupling conditions (high charge and/or ion valence),\textsuperscript{15,16} yet in qualitative disagreement with many mean field (e.g. Poisson-Boltzmann) approaches.

Molecular computer simulation can provide exact (within statistical uncertainty) results
to which approximate theories, such as those referenced above, may be compared, and is thus an invaluable tool to test and validate theoretical approaches. Simulation methods, such as molecular dynamics and Monte Carlo, require calculation of intermolecular forces and/or energies, and in systems containing charged species, special care must be taken to accurately account for the long-range Coulomb interactions. The Ewald summation is currently the most widely used method for calculating electrostatic energies and forces within molecular systems containing point charges. Originally introduced in the context of crystalline structures, the Ewald method works by adding and subtracting a Gaussian charge distribution around each point charge, resulting in two summations, one rapidly convergent in real space, and the other in Fourier space. Many variants of the basic algorithm exist, both to optimize computational performance and to account for different geometries. In particular, Ewald based methods have been derived for systems that are finite in some directions and periodic in others. Despite impressive efforts to improve efficiency, calculating electrostatic interactions remains computationally expensive, and is appropriately a topic of significant current interest.

We present here an extension of the Ewald concept toward systems containing both line and point charges. Previous simulation studies of such systems have tended to employ cutoff schemes that essentially ignored the long range nature of electrostatic forces, or cylindrical cell models, where the infinite extent of a single line charge in the axial direction may be treated via a self-consistent mean field scheme. A variant of the MMM algorithm has also been used to model a continuous line charge. The Ewald-based method presented here applies to systems containing an arbitrary number of continuous line charges. Its most straightforward representation involves parallel line charges of infinite length, within a periodic simulation cell, but a generalization to finite line charges of arbitrary length and even curvature is possible, although the results then become exact only in the (singular) limit of small Gaussian width.

The key motivation for developing this formalism is to enable simulation of important
idealized model systems (i.e. those containing continuous line charges) treated by many theories. Previous comparisons to theories have involved simulations of discretely charged lines, where charge discretization based correlations may occur.\textsuperscript{12,14,36,37} In particular, the surface charge distribution – i.e. the density, size and location of discretized charge sites – has been observed to strongly influence the distribution of ions near a charged, planar surface\textsuperscript{38} and spherical colloids.\textsuperscript{39} In addition to polyelectrolyte (e.g. DNA) systems,\textsuperscript{14,36} the proposed method could be used for coarse-grained representations of other rod-like biomolecules,\textsuperscript{40–42} viruses,\textsuperscript{43} coated and functionalized nanotubes,\textsuperscript{44,45} liquid crystals\textsuperscript{46,47} and hydrogels.\textsuperscript{48,49} Representing line charges within the Ewald framework potentially enables implementation as a simple extension to existing simulation packages.

Below, we derive Ewald-type expressions for the energy of a hybrid system consisting of discrete point and continuous line charges. We compare results of continuous versus discretized Ewald summation in terms of the force exerted on a single point ion by a charged rod, the distribution of charged hard spheres around a charged rod, and overall computational performance. We find the method to be accurate and computationally efficient compared to existing discrete Ewald-based methods.

2 Theory

2.1 Electrostatic basics

Consider a rectangular box of lengths \( L_x, L_y, \) and \( L_z \), and volume \( V \) containing a charge distribution \( e\rho(r) \), with \( e \) being the elementary charge, such that \( \int_V \rho(r) d\mathbf{r} = 0 \). Let the box be the central cell within a large number of identical boxes stacked in a space-filling arrangement, and \( V' \) be the total volume of this collection of periodic boxes. A system formed in this way is periodic, so \( \rho(\mathbf{r} + \mathbf{n} \cdot \mathbf{L}) = \rho(\mathbf{r}) \) with \( \mathbf{n} = n_x \hat{x} + n_y \hat{y} + n_z \hat{z} \) and the tensor \( \mathbf{L} = L_x \hat{x} \hat{x} + L_y \hat{y} \hat{y} + L_z \hat{z} \hat{z} \). The mutually orthogonal unit vectors are denoted as \( \hat{x}, \hat{y}, \hat{z} \).

With the help of the Coulomb potential \( \beta v(r) = e^2/(4\pi\varepsilon k_b T r) = l_b/r \), the electrostatic
energy, $U$, due to interactions between charges in the central cell (of volume $V$) with charges in the extended collection of cells (of total volume $V'$, and hence including the ions in the central cell), is obtained by integrating over the product of the charge distribution and the potential field $\phi(\mathbf{r})$ created by the charge distribution

$$\beta \phi(\mathbf{r}) = \int_{V'} \rho(\mathbf{r}') \beta v(|\mathbf{r} - \mathbf{r}'|) d\mathbf{r}'$$

$$\beta U = \frac{1}{2} \int_{V} \rho(\mathbf{r}) \beta \phi(\mathbf{r}) d\mathbf{r}$$

$$= \frac{1}{2} \int_{V} \int_{V'} \rho(\mathbf{r}) \rho(\mathbf{r}') \beta v(|\mathbf{r} - \mathbf{r}'|) d\mathbf{r}' d\mathbf{r}$$

$$= \frac{1}{2} \langle \rho | \beta v | \rho \rangle,$$

where $\beta = 1/k_b T$, $k_b$ is the Boltzmann constant, $T$ is the temperature, and $l_b$ is the Bjerrum length. The dielectric constant, $\epsilon$, is assumed uniform. Note that integration over $\mathbf{r}$ and $\mathbf{r}'$ extend over central cell ($V$) and collection of cells ($V'$), respectively. Eq. 2 includes any self energy; we address this issue below for the specific cases of interest here. We introduce here a bracket notation $< \rho | \beta v | \rho >$ as a convenient expression for the double integral.

By utilizing the Fourier transform of the Coulomb potential, $\beta \tilde{v}(k) = \frac{4\pi l_b}{k}$, the energy of Eq. 2 can be conveniently presented as a summation in reciprocal space

$$\beta U = \frac{1}{2V} \sum_{k} \tilde{\rho}(-k) \beta \tilde{\phi}(k)$$

$$= \frac{1}{2V} \sum_{k} \tilde{\rho}(k) \beta \tilde{\phi}(k) \tilde{v}(k)$$

$$= \frac{2\pi l_b}{V} \sum_{k} \frac{1}{k^2} \tilde{\rho}(-k) \tilde{\rho}(k),$$

where $k = 2\pi \left[ \frac{n_x'}{L_x} + \frac{n_y'}{L_y} + \frac{n_z'}{L_z} \right]$, with $n_x', n_y', n_z'$ a set of integers and the Fourier transform
of periodic function $f(r)$ over volume $V$ is defined as

$$\tilde{f}(k) = \int_V f(r)e^{-ik \cdot r} dr.$$  \hfill (4)

### 2.2 Ewald summation of point charges

We first consider the case where the charge distribution consist of $N_p$ point charges, each with position $r_i$ and charge $q_i e$. The charge distribution $\rho_p$ can be presented as

$$\rho_p = \sum_{i=1}^{N_p} q_i \delta(r - r_i) - \frac{1}{V} \sum_{i=1}^{N_p} q_i,$$  \hfill (5)

where $\delta(r)$ is the Dirac delta function and an uniform background charge is subtracted to ensure electroneutrality. Direct calculation of the energy of a system corresponding to this charge distribution, by either Eq. 2 or Eq. 3, is impractical, owing to the $1/r$ form of the potential. The standard means of calculating energy is the Ewald summation method, which involves dividing the charge distribution into two components $\rho_p = \rho_{p1} + \rho_{p2}$:

$$\rho_{p1} = \frac{\alpha^3}{\pi^{3/2}} \sum_{i=1}^{N_p} q_i e^{-\alpha^2|r - r_i|^2} - \frac{1}{V} \sum_{i=1}^{N_p} q_i,$$  \hfill (6)

$$\rho_{p2} = \sum_{i=1}^{N_p} q_i \left[ \delta(r - r_i) - \frac{\alpha^3}{\pi^{3/2}} e^{-\alpha^2|r - r_i|^2} \right].$$  \hfill (7)

Note that Gaussian charge distributions are both added and substracted from the charge distribution of Eq. 5 to yield Eqs. 6 and 7. The Gaussian contributions are essential for the efficient calculation of the electrostatics. These diffuse charge clouds, with width controlled by parameter $\alpha$, screen the point charges such that the potential of $\rho_{p2}$ rapidly decays, and so may be evaluated as a sum in real space. Furthermore, the Fourier transforms of the compensating Gaussians, embedded in $\rho_{p1}$, also decay fast and yield a rapidly converging series in the Fourier space, thus facilitating the convergence of the total electrostatic energy.
\[ \beta U_{p-p} = \frac{1}{2} < \rho_p | \beta v | \rho_{p1} > + \frac{1}{2} < \rho_p | \beta v | \rho_{p2} > . \]

The Fourier space (also referred as "reciprocal" or "k") contribution to the total energy reads

\[ \beta U_{k,p-p} - \rho = \frac{1}{2} < \rho_p | \beta v | \rho_{p1} > \]
\[ = \frac{2 \pi l_b}{V} \sum_{k \neq 0} e^{-k^2/4a^2} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} q_i q_j e^{i \cdot j k} - \beta U_{self} \]
\[ = \frac{2 \pi l_b}{V} \sum_{k \neq 0} e^{-k^2/4a^2} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} q_i q_j \beta \phi_p^2(|r_i - r_j|) \]
\[ = \frac{1}{2} \sum_{n} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} q_i q_j \beta \phi_p^2(|r_i - r_j - n \cdot L|) + \frac{1}{2} \beta U_{p-p,bg}, \]

where the prime indicates exclusion of the \( i = j \) term when \( n = 0 \). \( \beta U_{p-p,bg} = -\frac{\pi l_b}{a \sqrt{\pi V}} \left[ \sum_{i=1}^{N_p} q_i \right] ^2 \)

accounts for the interaction with the uniform, neutralizing background charge (see Eq. 6).

The potential \( \beta \phi_p^2(r) \) due to charge distribution \( \rho_{p2} \) reads

\[ \beta \phi_p^2(r) = \frac{l_b}{r} \text{erfc}(\alpha r). \]

Derivation of \( \beta U_{p-p,bg} \), and \( \beta \phi_p^2(r) \) are presented in Section 2.4. The total electrostatic
energy of the system consisting of $N_p$ point charges is given by

$$\beta U_{p-p} = \beta U_{k,p-p} + \beta U_{r,p-p}.$$  \hfill (11)

The point charge presentation discussed above is the standard way of formulating the Ewald sum. Similar derivations of the Ewald method applied to point charges can be found in standard texts.\textsuperscript{50,51} Throughout this work, we employ the so called "tinfoil" boundary conditions and assume that the collection of cubic cells is embedded in a perfect conductor.\textsuperscript{50,52,53} This is the standard practice in most implementations of Ewald summation for molecular simulations\textsuperscript{30} as non-conducting boundaries will create discontinuities in the energy when charges cross cell boundaries in 3D periodic systems. See Ref. 54 for recent discussion on the treatment of boundary conditions in Ewald summation.

### 2.3 Ewald summation of continuous line charges

Here we modify this formulation to be applicable to a system consisting of $N_c$ continuous line charges and $N_p$ point charges. The total charge density of the system is now $\rho = \rho_p + \rho_c$, where $\rho_p$ is given by Eq. 5 and

$$\rho_c(r) = \sum_{j=1}^{N_c} \tau_j \left[ \int_0^{L_j} \delta(r - s_j(s)) ds - \frac{L_j}{V} \right]. \hfill (12)$$

The trajectories of the line charges are here described as $s_j(s) = x_j(s)\hat{x} + y_j(s)\hat{y} + z_j(s)\hat{z}$ where $x_j(s)$, $y_j(s)$, and $z_j(s)$ are in the most general case non-linear functions of arc length $s$, such that $0 \leq s \leq L_j$, with $L_j$ the total arc length of line charge $j$ and $1 \leq j \leq N_c$. The charge per length of line charge $j$ is denoted as $\tau_j$.

As in the case of point charges in Section 2.2, the charge density $\rho_c$ can be divided into
two contributions, $\rho_c = \rho_{c1} + \rho_{c2}$, by adding and subtracting a Gaussian charge distribution

$$\rho_{c1}(r) = \sum_{j=1}^{N_c} \tau_j \left[ \frac{\alpha^3}{\pi^{3/2}} \int_0^{L_j} e^{-\alpha^2|r-s_j(s)|^2} ds \frac{L_j}{V} \right]$$

$$\rho_{c2}(r) = \sum_{j=1}^{N_c} \tau_j \int_0^{L_j} \left( \delta(r - s_j(s)) - \frac{\alpha^3 e^{-\alpha^2|r-s_j(s)|^2}}{\pi^{3/2}} \right) ds. \quad (14)$$

The Fourier transform of Eq. 13 reads

$$\tilde{\rho}_{c1}(k) = \begin{cases} 0 & k = 0 \\ e^{-k^2/4\alpha^2} \sum_{j=1}^{N_c} \tau_j \int_0^{L_j} e^{-ik \cdot s_j} ds & k \neq 0. \end{cases}$$

The total energy of a system consisting of both line and point charges may be then expressed as

$$\beta U = \frac{1}{2} <\rho_p + \rho_c|\beta v|\rho_p + \rho_c>$$

$$= \frac{1}{2} <\rho_p|\beta v|\rho_p> + \frac{1}{2} <\rho_p|\beta v|\rho_c> + \frac{1}{2} <\rho_c|\beta v|\rho_p> + \frac{1}{2} <\rho_c|\beta v|\rho_c>. \quad (16)$$

The contributions to the point charge - line charge energy due to the Gaussian charge distributions given by Eqs. 6 and 13 may be calculated via a summation in Fourier space.
\[
\beta U_{k,p-c} = \frac{1}{2} \langle \rho_p | \beta v | \rho_{c1} \rangle + \frac{1}{2} \langle \rho_c | \beta v | \rho_{p1} \rangle 
\]

\[
= \frac{2\pi l_b}{V} \sum_{k \neq 0} \frac{e^{-k^2/4a^2}}{k^2} \sum_{i=1}^{N_p} \sum_{j=1}^{N_c} q_i \tau_j \left[ e^{ik \cdot r_i} \int_0^{L_j} e^{-ik \cdot s_j} ds + e^{-ik \cdot r_i} \int_0^{L_j} e^{ik \cdot s_j} ds \right] 
\]

\[
= \frac{4\pi l_b}{V} \sum_{k \neq 0} \frac{e^{-k^2/4a^2}}{k^2} \left( \sum_{i=1}^{N_p} q_i \cos (k \cdot r_i) \right) \left[ \sum_{j=1}^{N_c} \tau_j \int_0^{L_j} \cos (k \cdot s_j) ds \right] 
\]

\[
+ \left[ \sum_{i=1}^{N_p} q_i \sin (k \cdot r_i) \right] \left[ \sum_{j=1}^{N_c} \tau_j \int_0^{L_j} \sin (k \cdot s_j) ds \right]. 
\]

Similarly, the contribution to the line charge - line charge energy due to the Gaussian charge distribution in Eq. 13 can be obtained by

\[
\beta U_{k,c-c} = \frac{1}{2} \langle \rho_c | \beta v | \rho_{c1} \rangle 
\]

\[
= \frac{2\pi l_b}{V} \sum_{k \neq 0} \frac{e^{-k^2/4a^2}}{k^2} \sum_{i=1}^{N_c} \sum_{j=1}^{N_c} \tau_i \tau_j \int_0^{L_i} \int_0^{L_j} e^{ik \cdot (s_i(s) - s_j(s'))} ds' ds 
\]

\[
= \frac{2\pi l_b}{V} \sum_{k \neq 0} \frac{e^{-k^2/4a^2}}{k^2} \left( \sum_{i=1}^{N_c} \tau_i \int_0^{L_i} \cos (k \cdot s_i) ds \right)^2 + \left[ \sum_{i=1}^{N_c} \tau_i \int_0^{L_i} \sin (k \cdot s_i) ds \right]^2. 
\]

In the following, we assume the line charges to be parallel to the z direction and to span the central box (and thus to be infinite in the periodic system). The line charge trajectory is then written \( s_j(s) = x_j \hat{x} + y_j \hat{y} + s \hat{z} \), with \( x_j \) and \( y_j \) constant. Taking into account the
periodicity, \( k_z = 2\pi/L_z \), the integral of Eq. 15 simplifies to

\[
\int_0^{L_z} e^{-i\mathbf{k}\cdot\mathbf{s}} d\mathbf{s} = e^{-i[k_z x_j + k_y y_j]} \int_0^{L_z} e^{-i k_z s_z} ds_z
\]

\[
= L_z e^{-i k_z s_j}
\]

\[
= 0 \quad k_z = 0
\]

\[
= 0 \quad k_z \neq 0.
\]

Consequently, the reciprocal space contributions to the energy, Eqs. 17 and 18, take the form

\[
\beta U_{k,p-c} = \frac{4\pi l_b L_z}{V} \sum_{k_z = 0, k \neq 0} e^{-k^2/4\alpha^2} k^2 \sum_{i=1}^{N_p} \sum_{j=1}^{N_c} q_i \tau_j \cos(\mathbf{k} \cdot (\mathbf{r}_i - \mathbf{s}_j))
\]

\[
\beta U_{k,c-c} = \frac{2\pi l_b L_z^2}{V} \sum_{k_z = 0, k \neq 0} e^{-k^2/4\alpha^2} k^2 \times \left[ \left( \sum_{j=1}^{N_c} \tau_j \cos(\mathbf{k} \cdot \mathbf{s}_j) \right)^2 + \left( \sum_{j=1}^{N_c} \tau_j \sin(\mathbf{k} \cdot \mathbf{s}_j) \right)^2 \right].
\]

The remaining energy terms are calculated in real space

\[
\beta U_{r,p-c} = \frac{1}{2} <\rho_p | \beta v | \rho_{c2} > + \frac{1}{2} <\rho_{c1} | \beta v | \rho_{c2} >
\]

\[
= l_b \sum_n^{N_p} \sum_i^{N_p} \sum_j^{N_c} q_i \tau_j E_1(\alpha^2 |\mathbf{r}_i - \mathbf{s}_j - \mathbf{n} \cdot \mathbf{L}|^2) - \frac{\pi l_b L_z}{2\alpha^2 V} \left[ \sum_{i=1}^{N_p} q_i \right] \left[ \sum_{j=1}^{N_c} \tau_j \right]
\]

\[
\beta U_{r,c-c} = \frac{1}{2} <\rho_{c1} | \beta v | \rho_{c2} >
\]

\[
= \frac{L_z l_b}{2} \sum_n^{N_c} \sum_i^{N_p} \sum_j^{N_c} \tau_i \tau_j E_1(\alpha^2 |\mathbf{s}_i - \mathbf{s}_j - \mathbf{n} \cdot \mathbf{L}|^2) - \frac{\pi l_b L_z^2}{4\alpha^2 V} \left[ \sum_{j=1}^{N_c} \tau_j \right]^2,
\]

where the prime indicates omission of the \( i = j \) contribution in the summation of Eq. 23. The terms \( \beta U_{p-c,bg} = -\frac{2\pi l_b L_z}{\alpha^2 V} \left[ \sum_{i=1}^{N_p} q_i \right] \left[ \sum_{j=1}^{N_c} \tau_j \right] \) and \( \beta U_{c-c,bg} = -\frac{\pi l_b L_z^2}{\alpha^2 V} \left[ \sum_{j=1}^{N_c} \tau_j \right]^2 \) originate
from the interactions with the uniform background charge and are derived in Section 2.4. 

$E_1$ is the exponential integral

$$E_1(x) = \int_x^\infty \frac{e^{-w}}{w} dw. \quad (24)$$

The total electrostatic energy of the system now reads

$$\beta U = \beta U_{k,p-p} + \beta U_{r,p-p} + \beta U_{k,p-c} + \beta U_{r,p-c}$$

$$+ \beta U_{k,c-c} + \beta U_{r,c-c}, \quad (25)$$

where the energy terms are given by Eqs. 8, 9, 20, 21, 22, and 23. Note that in the case of charge neutral systems, the net charge corrections embedded in Eq. 25 cancel.

### 2.4 Electrostatic potentials

To derive the potential of Eq. 10, we first obtain the electric potential around a (3D) spherically symmetric Gaussian charge distribution by utilizing the Poisson equation

$$\frac{1}{r^2} \frac{d^2}{dr^2}(r \beta \phi_{G3D}(r)) = -4\pi l_b \rho_{G3D} = -\frac{4\alpha^2 l_b}{\sqrt{\pi}} e^{-\alpha^2 r^2} \quad (26)$$

$$\Rightarrow \beta \phi_{G3D}(r) = \frac{l_b}{r} \text{erf}(\alpha r), \quad (27)$$

where the erf($x$) is the error function. The potential of a single unit point charge is $\beta \phi_p(r) = l_b/r$, and the potential of charge distribution $\rho_{p2}$ (see Eq. 7), where a point charge is embedded in a screening Gaussian distribution, is therefore

$$\beta \phi_{p2}(r) = \beta \phi_p(r) - \beta \phi_{G3D}(r)$$

$$= \frac{l_b}{r} \text{erfc}(\alpha r), \quad (28)$$
where complementary error function, \(\text{erfc}(x)\), is defined as

\[
\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} dt. \tag{29}
\]

The self interaction correction term, depicting the interaction of the Gaussian charge distributions with the point charges at their centers, is given in terms of \(\beta \phi_{p2}(r)\) at \(r = 0\)

\[
\beta U_{\text{self}} = \frac{1}{2} \lim_{r \to 0} \sum_{i=1}^{N_p} q_i^2 \phi_{G3D}(r) = \frac{\alpha l_b}{\sqrt{\pi}} \sum_{i=1}^{N_p} q_i^2, \tag{30}
\]

and interaction of the screened point charge with the uniform charge background, needed for Eq. 9, may then be calculated via

\[
\beta U_{p-p,bg} = -\frac{1}{V} \left[ \sum_{i=1}^{N_p} q_i \right]^2 \int_0^\infty \beta \phi_{p2}(r) dr \tag{31}
\]

\[= -\frac{\pi l_b}{\alpha^2 V} \left[ \sum_{i=1}^{N_p} q_i \right]^2. \]

The correction terms relating to the line charge are derived using the same strategy. To calculate the electric potential due to the charge distribution \(\rho_{c2}\) (Eq. 14), we first consider the electric potential around a (2D) cylindrically symmetric Gaussian charge distribution of unit charge density. The electric potential is determined by the Poisson equation

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{d \phi_{G2D}}{dr} \right) = -4 \pi l_b \rho_{G2D}(r) = -4 \alpha^2 l_b e^{-\alpha^2 r^2}, \tag{32}
\]

where \(r\) is now to distance to the center of cylindrical distribution. One integration yields

\[
r \frac{d \phi_{G2D}}{dr} = -2 l_b (1 - e^{-\alpha^2 r^2}). \tag{33}
\]
Similarly, the result for a continuous line charge is

\[
\frac{d\beta\phi_c}{dr} = \frac{2l_b}{r}.
\] (34)

By combining these expressions, the potential for a line charge within an oppositely charged 2D Gaussian (\(\rho_{c2}\), see Eq. 14) is

\[
\frac{d\beta\phi_{c2}}{dr} = \frac{d\beta\phi_c}{dr} - \frac{d\beta\phi_{G2D}}{dr} = -2l_b \frac{e^{-\alpha^2r^2}}{r}.
\] (35)

\[
\beta\phi_{c2}(r) = 2l_b \int_r^\infty \frac{e^{-\alpha^2r'^2}}{r'} dr' = l_b E_1(\alpha^2r^2),
\] (36)

where \(E_1\) is the exponential integral given in Eq. 24. For the line charge, the terms relating to the interaction with uniform background charge are then

\[
\beta U_{p-c, bg} = -\frac{L_z}{V} \left[ \sum_{i=1}^{N_p} q_i \right] \left[ \sum_{j=1}^{N_c} \tau_j \right] \left[ 4\pi \int_0^\infty \beta\phi_{p2}(r)r^2dr + 2\pi \int_0^\infty \beta\phi_{c2}(r)rdr \right]
\] (37)

\[
= -\frac{2\pi l_b L_z}{\alpha^2V} \left[ \sum_{i=1}^{N_p} q_i \right] \left[ \sum_{j=1}^{N_c} \tau_j \right]
\]

\[
\beta U_{c-c, bg} = -\frac{2\pi L_z^2}{V} \left[ \sum_{j=1}^{N_c} \tau_j \right]^2 \int_0^\infty \beta\phi_{c2}(r)rdr
\] (38)

\[
= -\frac{\pi l_b L_z^2}{\alpha^2V} \left[ \sum_{j=1}^{N_c} \tau_j \right]^2.
\]

3 Simulation

We conduct Monte Carlo (MC) simulations on systems containing both charged rods and charged spheres. Charged rods span the central simulation cell in the \(z\)-direction, and consist
of either i) continuous line charges surrounded by a hard cylinder (CONT), or ii) lines of equally spaced discrete point charges, each surrounded by a hard sphere (DISC). These systems are fully consistent with the usual implementation of Ewald methods, where the excluded volume around a point charge is a sphere. In the limit of infinite discretization, the excluded volume of the DISC rod approaches that of a cylinder. The counter charge of the rods is introduced into the system as point charges, surrounded by a hard sphere excluded volume.

In our simulations the charged rods remain fixed in space, whereas the charged spheres sample phase space at random according to the standard Metropolis Monte Carlo (MC) algorithm. The Ewald formulations described in Section 2 provide the system energy. The charged spheres representing the counter charge are initially placed at random, overlap-excluded positions in the simulation cell, and allowed to equilibrate for at least $10^5$ Monte Carlo steps. Following the initial equilibration, up to $10^8$ steps are sampled to calculate the reported quantities.

Our test system could represent, e.g., the interactions between rigid polyelectrolytes and their counterions, and in the following, we refer to the mobile, discrete charges as ions. Our simulation parameters are chosen to represent typical experimental situations: the line charge density of $\tau = -4 \, e/l_b$ and rod radius of either 0.3 $l_b$ or 1.1 $l_b$ approximate (linear) polyethyleneimine and double-stranded DNA, respectively. The counterion radius of 0.3 $l_b$ approximates the hydration radius of a small (e.g. sodium) ion.

Two different discretization densities are considered for the discrete charged rod, corresponding to point charge spacing of 0.4 $l_b$ (DISC$_{SPARSE}$) or 0.125 $l_b$ (DISC$_{DENSE}$). The simulation box is cubic and has a volume of $20 \times 20 \times 20 \, l_b^3$ and the rod(s) span the box in the z-direction. Real-space cutoff $r_{cut} = L/2$, reciprocal space cutoff $k_{cut} = 9$, and screening parameter $\alpha = 3.7/r_{cut}$ are used as Ewald summation parameters for both the continuous and discretized presentation.

3D radial distribution function $g(r)$ is used to measure correlations between the rod
charge and the charged spheres. It captures both radial ion distribution and organization of ions along the length of the rod. For the discrete charged rods, \( g(r) \) is calculated between the centers of i) charged sites on the rod and ii) mobile charged spheres (ions), with \( r \) denoting the distance between the two. For the continuous charged rods model, \( g(r) \) is calculated between i) 100 artificial sites along the continuous line charge and ii) the centers of the mobile charged spheres (ions). Note that since the line charge is uniform, the outcome is insensitive to the positions of the artificial sites.

To compare the computational scaling of the methods, a test system of two oppositely charged parallel rods with rod-rod separation of \( 5 l_b \) and charge per length \( \tau = \pm 4/l_b \) is utilized. The rods are placed in a simulation box of \( L \times L \times L \) spanning the box in the \( z \)-direction. For both rods, \(|\tau|L\) monovalent counterions are added (\(|\tau|L\) anions and \(|\tau|L\) cations). DISCDENSE is used as rod charge discretization because it gives comparable results in terms of ion distribution for the monovalent ion systems as the continuous line charge formulation. CPU time of a MC simulation run is monitored for increasing \( L \), while \( k_{cut} = 9 \) is kept constant, and \( r_{cut} = L/2 \) and \( \alpha = 3.7/r_{cut} \) are scaled accordingly. All the MC simulations done in this work are conducted with a simple, direct implementation of Ewald summation (no meshing\(^{55}\) is utilized in the reciprocal space).

4 Results and discussion

4.1 Ion force

We begin by calculating the force between a single (continuous or discrete) line charge and a single point ion, as a function of radial distance between the rod and the ion. For the discrete line charge, trajectories approaching the rod at axial location of discretized charge, or a position directly between two discrete charges on the rod, are considered. In Fig. 1, we show that discrete and continuous systems to exhibit identical forces at large separation within numerical accuracy. At shorter separations, some deviation is observed. The force
produced by a sparsely discrete line charge (charge separation of 0.4 $l_b$) deviates significantly from one exerted by the continuous line charge at short separation, with the trajectory approaching a discretization site (a position between two sites) resulting in a much greater (lesser) magnitude of force. The densely discrete line charge (charge separation of 0.125 $l_b$) exhibits deviations from the continuous line charge only at very short separations. Fig. 1 demonstrates that the point of deviation correlates with the discretization spacing: the separation where the discrete versus continuous force deviates by 2% is roughly equal to the spacing of the discretization sites along the rod. These results confirm the accuracy of the continuous line charge Ewald method, and provide a clear indication of how line charge discretization affects the electrostatic forces.

### 4.2 Ion distribution

To verify that the differences demonstrated in Fig. 1 bear significance under realistic simulation conditions, we investigate the effect of the rod discretization on the counterion distributions around a single charged rod in a MC simulation.

In Fig. 2, the radial distribution function between sites on the charged rod, and either monovalent or trivalent counterions, are presented for different discretizations and rod radii. The data show that a dense enough rod charge discretization produces equivalent ion distribution around the rod as the continuous line charge. This demonstrates that the two presented methods result in a numerically equivalent outcome if the line charge discretization is sufficiently dense.

In contrast, the DISC$_{SPARSE}$ system has clear differences to the DISC$_{DENSE}$ and CONT test systems. For $\tau = -4/l_b$, the radial distribution function of trivalent ions shows the emergence of a distinctive, long-ranged order between the discretized charge sites of the rod and the ions. The discretized representations also produce an ion distribution which is shifted slightly to a shorter distance compared to the CONT model. The ordering is diminished for monovalent counterions. Equivalently, no such ordering was detected when
Figure 1: At top, the scaled radial force between a point charge of valence \( q \), and a continuous (CONT), densely discrete \( \text{DISC}_{\text{DENSE}} \), charge separation of \( 0.125 \ l_b \), or sparsely discrete \( \text{DISC}_{\text{SPARSE}} \), charge separation of \( 0.4 \ l_b \) line charge of charge density \( \tau \). The point charge trajectory approaches either a discrete line charge (solid line) or a position between two discrete line charges (dashed line). Negative force indicates attraction. At bottom, the distance at which the force deviates 2% from the CONT force, as a function of the discrete line charge spacing. \( \text{DISC}_{\text{SPARSE}} \) is denoted with a filled square and \( \text{DISC}_{\text{DENSE}} \) with a filled circle.

the coupling strength was decreased by changing charge per length of the rod to \( \tau = -1/l_b \) (data not shown). At small rod radius, the correlations between the rod charge sites and the ions are considerably stronger and as a result the periodicity in the \( g(r) \) is reliably detectable even for \( \text{DISC}_{\text{DENSE}} \).

The spacing and locations of the \( g(r) \) peaks reveal the long range order in the radial distribution function to be due to counterions residing at axial locations between charged
Figure 2: At top, the radial distribution functions $g(r)$ between rod charges and counterions for continuously and discretely charged rods, as determined by Monte Carlo simulation. Rod charge density $\tau$ is $-4/l_b$ and ion radius is 0.3 $l_b$. The middle and bottom rows show differences in $g(r)$ between the continuously and discretely charged rods ($\Delta g(r)$).

sites on the discretized rods. The ordering between the sites is caused by two mechanisms: 1) the energetic differences due to point charge - point charge correlations induced by the discretization of the rod charge (demonstrated in Fig. 1) and 2) the difference in excluded volume between the models (cylinder vs. overlapping spheres). For the rod with a radius of 1.1 $l_b$, the excluded volume effect is of order $0.01 k_b T$, and the point charge correlations cause the long range order. However, the organization of ions around the thinner rod is enhanced by both mechanisms.

We note that multivalent ions can form lattice-like structures, driven by ion-ion electrostatic forces, even without a surface charge discretization. However, the distributions
Figure 3: Force per length between two rods of radius 0.3 $l_b$ and $\tau = -4/l_b$ charge per length, in cases of continuous and discrete line charge. Rod charge is neutralized by trivalent counterions (radius 0.3 $l_b$). Positive force corresponds to repulsion between the rods and the uncertainty in each data point is smaller than the symbol size. Rod separation is measured as the distance between the rod centers.

Presented here specifically measure the rod-ion, not the ion-ion, structural correlations. Therefore, we have established above that rod charge discretization affects the ion placement near the charged rods. The effect is most pronounced for high line charge density, high ion valence, and small rod radius. Our results agree with prior findings of the effect of charge discretization on electric double layers near charged surfaces.\(^{38}\) Furthermore, surface charge discretization has been shown to lead to a "pinned" structure, where counterions associate with surface charge sites\(^ {39}\) in a primitive model of spherical, charged colloids. Similar association is found here, although the ions preferentially reside between the discrete sites.

Charged cylinders, similar to the ones modelled here, have been widely used to study the counter intuitive DNA-DNA condensation, see e.g., Refs. 36 and 14. In these systems, the like-charge attraction involved with condensation has been suggested to be mediated by the lattice-like organization of multivalent ions between the rods.\(^ {4,10,37}\) Our findings here demonstrate that discretization can have a notable effect on ion organization, and therefore could influence the forces between two rods. To further investigate, we perform Monte Carlo simulations on a system of two like-charged rods, together with trivalent counterions, for both sparsely discretized and continuous rod charges, and calculate the force between the rods as
a function of rod separation, see Fig. 3. The reported force includes both the electrostatic contribution from the Coulomb interactions (obtained by differentiating Eq. 25) and the kinetic contribution due to hard core repulsive interactions with counterions (calculated as in Ref. 14). The force curves demonstrate that discretization and specific excluded volume can indeed affect not only the spatial distribution of the ions, but also the resultant force between two charged rods. The difference in force is most pronounced at short rod separation. When the separation between the rod surfaces is smaller than the diameter of the ions, the forces can differ by several $k_bT$ per unit length of the rod, thus significantly exceeding thermal energy.

4.3 Computational load

Finally, we investigate the computational load of simulations employing continuous versus discrete line charge. We note that the computational benefit of a continuous presentation compared to a discrete one is highly dependent on the system studied and therefore the purpose of this section is to provide a rough order of magnitude estimate of the difference in scaling. We choose to investigate the computational cost of a MC simulation of two oppositely charged rods with $\tau = \pm 4/l_b$ and their $N_c=2|\tau|L$ monovalent counterions. To obtain the data of Fig. 4, we time the run of the code from start to finish and we note that several additional optimizations, which are not related to Ewald summation, are possible in implementation of the code when switching from discretized to continuous line charge presentation, but the differences seen in Fig. 4 predominantly originate from the Ewald part of the code, not in, e.g., input-output efficiency.

We observe a factor of three increase in computational efficiency with the continuous distribution, due to the computational load of calculating additional pair-wise interactions in the discrete system. As the number of such interactions increases with $L$, the (absolute) benefit in using the continuous line charge formulation in comparison to the discretized formulation is most pronounced for larger box lengths. Larger box sizes are often needed,
Figure 4: The CPU time consumption of 30000 Monte Carlo steps in a simulation of two oppositely charged rods with charge density $\tau = \pm 4/l_b$ and their monovalent counterions. Each data point is run as a single processor job.

e.g., when one wants so eliminate artefacts originating from box periodicity or finite size. An example is the ion condensation to polyelectrolytes in dilute solutions.\textsuperscript{13}

The linear scaling of computational time versus box length $L$ can be explained as follows. Firstly, the energy of a particular Monte Carlo move is decomposable into a static and a locally changing part within the straightforward implementation of Ewald summation. Secondly, the value of $\alpha$ and $r_{\text{cut}}$ are chosen to scale with box length, and with such magnitude that the real space contributions can be calculated using the central cell only (minimum image convention). Therefore, calculating the energy difference during each Monte Carlo move requires time of order $N_p + N_c$. In our specific application of the system representing charged polymers and their counterions, this translates to linear scaling as function of box length $L$.

As a consequence, the ratio of efficiency of the continuous and the discrete line charge presentation scales as $(N_p + N_c L/\Delta)/(N_p + N_c)$, or assuming $N_p \gg N_c$, roughly as $1 + N_c q/\tau \Delta$, where $\Delta$ is the discretization spacing. This relation predicts a factor of 3 difference in scaling in favour of the continuous model for the systems studied in Fig. 4, which is perfectly in line with our results. For increasing number of point charges $N_p$ (for example, a high concen-
tration of added salt), both the discrete and continuous Ewald summation become equally inefficient, as the point-point interactions dominate the CPU time consumption. Accordingly, for systems with a large number of point charges, utilizing a straightforward implementation of the Ewald summation (continuous or discretized) is not advisable. Instead, switching to techniques which employ meshing, see e.g. Ref. 55, is highly recommended. Conversely, for increasing the number of line charges in the system (e.g., by increasing polyelectrolyte concentration, or DNA bundle size) the continuous line charge Ewald method would produce around a factor of $1 + 1/\tau \Delta$ improvement in computational scaling.

5 Conclusion

We present here an Ewald-based formalism for electrostatic calculations within systems containing point charges and continuous line charges. Accuracy is established by comparing the forces on a point charge, exerted by i) a continuous line charge using the method formulated here, and ii) a discrete line charge using the standard Ewald method. Simulations of hard sphere counterions around continuous versus discrete line charges reveal significant differences – in both the counterion structure and the force between line charges – for cases of high line charge density, multivalent counterions, and sparse discretization. The continuous line charge Ewald-based method presented here offers the possibility of accurate and efficient electrostatic calculations, enabling the direct simulation of systems commonly treated theoretically, as well as the efficient simulation of a variety of coarse grained macromolecular systems.
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