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Abstract: Fault diagnosis systems have attracted growing interest in a number of engineering fields. The number of applications has increased and successful results have been widely reported. This paper presents and outlines a fault diagnosis system for flash smelting. The system monitors the states of the process by means of Kohonen Self-Organising Maps and performs the fault diagnosis of the process equipment by analysing the operation of the process equipment. Finally the results of the off-line testing of the system are reported and discussed.
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1. INTRODUCTION

Process monitoring and fault diagnosis have been widely studied and reported in recent years. A large number of industrial applications are reviewed e.g. in Isermann et al. (1997). The systems have been developed to lower the operating costs of a process and to improve the working conditions by making the plant environmentally safe.

As presented in Iserman (1997) and Stephanopoulos et al. (1996), the integration of different process monitoring and fault diagnosis methods is important when all forms of knowledge must be captured and utilized. According to Iserman et al. (1997), both classification and rule-based reasoning methods are the most important monitoring and diagnosis methods.

Experimentally trained classification methods are applied in fault diagnosis if no information is available about the fault-symptom causalities (Iserman et al., 1997). Kohonen Self-Organizing Maps (Kohonen, 1988) have proved to be an effective method for classifying and visualising high dimensional data in engineering applications. Otsuka et al. (1992) and Lassus et al. (1998), classified the wall temperatures of a blast furnace by SOM. Self-Organising Maps have also been applied in analysing the hot rolling of steel (Simula et al., 1999). Excellent results were also obtained when SOM was applied in the classification of ore type in the feed of a concentrator (Jämsä-Jounela et al., 1998).

If the fault-symptom causalities can be expressed in the form if-then rules reasoning method can be used for fault diagnosis (Isermann et al., 1997). The Rete-algorithm, developed by Forgy (1982), is widely recognized to be the most efficient algorithm in the implementations of production systems and it is the only algorithm whose efficiency is asymptotically independent of the number of rules (Haley 1996). In the Rete-algorithm, efficiency is obtained by remembering the past test results across the iterations of the rule loop. The Rete-algorithm has been used in a number of expert system shells like OPS5 (Forgy, 1982), CLIPS (Riley, 1999) and JESS (Friedman-Hill, 2000).

However, the process monitoring and fault diagnosis methods have not yet been applied in development of large scale industrial systems for metallurgical industry. The aim of this paper is to outline and present a fault diagnosis system for the Outokumpu flash smelting process.

Analysis of the Outokumpu flash smelting process was performed as a preliminary study in the project. Disturbances and equipment failures at two copper smelters were studied by Vapaavuori (1999) using statistical methods and principal component analysis.
2. OUTOKUMPU COPPER FLASH SMELTING

Outokumpu flash smelting is a pyro metallurgical process for smelting metal sulphide concentrates. The Outokumpu flash smelting process consists of a flash furnace, waste heat boiler and electrostatic precipitator. A flash smelter usually also includes the following auxiliary units: feed mixture preparation and drying, converters, slag treatment system, SO2 fixation system, anode furnace and anode casting. A more detailed description can be found in Vapaavuori (1999).

3. FAULT DIAGNOSIS SYSTEM FOR FLASH SMELTING

The fault diagnosis system for the Outokumpu flash smelting process monitors the states of the process, and also performs fault detection and diagnosis on the process equipment. If abnormalities in the states of the process or condition of the process equipment are detected, the system suggests suitable recovery actions to the process operators. The system can also provide information for production planning and maintenance. The integrated system is composed of modules such as process data bases, a process state classification, symptom generation, process equipment data base, a rule-base of decision rules, decision making and a user interface.

The classification module classifies the type of feed material and monitors the states of the process in every process section using Kohonen Self-Organising Maps. The classification results are passed to a symptom generation module where they are evaluated against the criteria that determine the location of the different process states on the Kohonen Maps of each process section.

Fault detection is performed on the process equipment on the basis of the symptoms and knowledge stored in the rule base and process equipment knowledge base. Symptoms are generated on a symptom generation module by comparing the process data with the predefined criteria of abnormal operation. In the current system the method used in symptom generation from process data are limit and binary-value checking.

In a decision making module the monitoring of process states and fault detection on the process equipment are performed simultaneously. This reveals possible interactions between process abnormalities and equipment failures. The decision-making module is composed of inference engine, unit process data base, rule-base and user interface. The inference engine application of the system utilises forward chaining with the Rete -algorithm as its reasoning strategy. The results of inference are presented via the user interface and recorded on a log file.

The prototype fault diagnosis system for Outokumpu flash smelting runs under the windows NT operating system. The process state classification and symptom generation modules of the application are programmed using java. The process equipment data and rule-base are stored in a Microsoft SQL-Server. The inference engine application is developed with the Java Expert System Shell and the user interface built using Java Swing Components. The system is outlined in Figure 1.

4. KOHONEN SELF ORGANISING MAPS

In SOM each neuron, $i$, is represented by an n-dimensional weight vector, $m_i = [m_{i1},...,m_{in}]^T$, where $n$ is equal to the dimension of the input vectors. The weight vectors of the SOM form a codebook. In each training step, one sample vector $x$ is taken randomly from the input data set, and a similarity measure is calculated between the vector and all codebook vectors. The Best-Matching Unit is the codebook vector with the shortest distance to the input vector. The BMU is defined in Alhoniemi et al. (1996) as:

$$\| x - m_{c} \|_{t} = \min_{i} \| x - m_{i} \|$$

(1)

Where $\| . \|$ is the measure of the distance. When BMU is found, the weight vectors in SOM are updated. The SOM update rule for the weight vector of the unit $i$ is, according to Alhoniemi et al. (1996),

$$m_{i}(t + 1) = \begin{cases} m_{i}(t) + \alpha(t) [x(t) - m_{i}(t)] & , i \in N_{c}(t) \\ m_{i}(t) & , i \notin N_{c}(t) \end{cases}$$

(2)

Where $t$ is the time, $x(t)$ is the randomly selected input vector from the input data at time $t$, $N_c(t)$ is the non-increasing neighbourhood function around the winner unit $c$. The distribution of the data in the map is evaluated by calculating the number of hits of every process state as percentages of the total number of hits in each neurone. It can be presented as follows:

$$HIT_{-} A_{ij} = \frac{100 \cdot \text{-state}}{(total)_{j}}$$

(3)
Where \( \text{total}_j \) is the total number of hits in the neurone \( j \) and \( \text{stat}_i \) is the total number of hits in a neurone \( j \) due to the abnormal process state \( i \). How the hits of the process states are distributed within their own map regions was also calculated. This distribution is calculated using the following formula:

\[
\text{HIT}_{i,j} = \frac{100 \cdot (\text{stat})_{ij}}{(\text{total})_j}
\]

(4)

Where \( \text{stat}_i \) is the total number of hits in the neurone \( j \) due to a process state \( i \) and \( \text{stat}_i \) is the total sum of hits of that state \( i \).

5. ANALYSIS OF PROCESS STATES AND DISTURBANCES

In this study the SOMs were trained using the data collected from a copper smelter during a ten-month period. The data were pre-treated by manually removing incorrect measurement values from the data set. The values collected during shutdowns were also removed. After the pre-treatment, the data were scaled by the mean-centering and autoscaling techniques. In mean-centering the mean of each variable is subtracted from each observation, and autoscaling refers to dividing each variable by its standard deviation, each scaled variable having a variance of unity.

The maps were trained to classify different states in the sub-systems of the process. The subsystems analysed in more detail in the beginning were the type of feed material and respective control strategy, and the condition of the gas line on the basis of the pressure distribution in the process.

5.1 Classification of feed material type

Different control strategies for the furnace should be selected on the basis of the chemical composition of the feed material. The chemical composition of the feed material may increase the probability that specific faults will occur. The chemical composition of the feed material is analysed from the concentrate samples taken after the dryer. The total number of variables was 8 and of samples 631. The variables were: arsenic, zinc, lead, copper, iron, sulphur, silicon and calcium. At the start of the feed material analysis the data were divided into 7 groups according to the theoretical set point value of the oxygen enrichment coefficient. Each group was also labelled with the set point value that it represented. The division of the data is presented in Table 1.

### Table 1: Data groups and number of data points

<table>
<thead>
<tr>
<th>GROUP</th>
<th>CRITERION</th>
<th>NUMBER OF POINTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&gt; 190</td>
<td>71</td>
</tr>
<tr>
<td>2</td>
<td>180 – 190</td>
<td>130</td>
</tr>
<tr>
<td>3</td>
<td>170 – 180</td>
<td>97</td>
</tr>
<tr>
<td>4</td>
<td>160 – 170</td>
<td>148</td>
</tr>
<tr>
<td>5</td>
<td>150 – 160</td>
<td>124</td>
</tr>
<tr>
<td>6</td>
<td>140 – 150</td>
<td>49</td>
</tr>
<tr>
<td>7</td>
<td>&lt; 140</td>
<td>12</td>
</tr>
</tbody>
</table>

The original data were then used to train the SOM and, after training, it was analysed whether the data formed clusters that were representing the groups of the set point values. The SOM for feed material classification is presented in Figure 2.

### Fig. 2. SOM for feed material classification

The distribution of the data in the map was evaluated using Eqs. 3 and 4. Eq. 3 was used to locate the different areas of set points in the SOM. The neurone in SOM was selected to represent a specific set point if the number of hits in the neurone was above 70%. The analysis showed that the data were scattered in the lower right hand corner of the map when the set point values were high. At low set point values the data were located at the upper left-hand corner of the map. The scattering of the data according to Eqs. 3 and 4 is presented in Tables 2 and 3.

### Table 2: Number of hits of set points

The division of the data is presented in Table 1.
5.2 Monitoring of the condition of the gas line

The pressure distribution in the process gives information about excessive dust evolution and the formation of dust aggregations. Dust aggregations in the waste heat boiler may cause failures in the materials of the process units and they were therefore analysed in detail. The data set used in the analysis had the following 7 variables: pressure in the furnace, pressure in the waste heat boiler, pressure in the gas line, position of the gas hood, rotation speed of the gas blower, vibration of the gas blower and pressure in the acid plant. The total number of data points used in the analysis was 5000. The data contained information about the process under normal operation, shooting, excessive vibration of the gas blower, and excessive dust evolution, and it was therefore divided into four groups and labelled accordingly. The data groups and number of data points are presented in Table 4.

<table>
<thead>
<tr>
<th>GROUP</th>
<th>CRITERION</th>
<th>NUMBER OF POINTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Normal</td>
<td>2723</td>
</tr>
<tr>
<td>1</td>
<td>Shooting</td>
<td>469</td>
</tr>
<tr>
<td>2</td>
<td>Excessive vibration of the gas blower</td>
<td>493</td>
</tr>
<tr>
<td>3</td>
<td>Excessive dust evolution and aggregation</td>
<td>1315</td>
</tr>
</tbody>
</table>

The original data were used to train the SOM and, after training, it was analysed whether the data formed clusters according to the operating condition of the process. The distribution of the data in the map was evaluated using Eqs. 3 and 4. The neurone in SOM was selected to represent a specific operation condition if the number of hits in the neurone was above 70 %. The SOM for the pressure distribution is presented in Figure 3.

The analysis showed that the neurones indicating shooting were located at the higher left hand corner of the map, with the neurones for excessive dust aggregation located below it. During excessive vibration of the gas blower two clusters of process data were formed and were located at the lower left and higher right hand corner of the map. 11 neurones out of a total 64 could not be classified directly into a specific class. These neurones were scored by the process data representing both shooting and dust evolution, dusting and normal operation, and vibration of the gas blower and normal operation. How the hits of the process states are distributed within their own map regions was also calculated using the Eq. 4. 88 % of the total number of hits scored by the values of normal operation were located within the map area of normal operation. More than 70 % of the hits scored by the vibration of the gas blower and shooting were also located in their own areas. 38 % of the hits scored by the data representing excessive evolution of flue dust were located on the map area of dust evolution, and 5 and 17 % in the transition areas of shooting and dust evolution and dust evolution and normal operation, respectively. The scattering of the data according to Eqs. 3 and 4 are presented in Tables 5 and 6.

Table 5 Number of hits of set points

There are areas in the map where the data groups are overlapping because the process is shifting gradually from normal operation into the abnormal state, and the point in time of the origin of the abnormal state can therefore not, in most of the cases, be explicitly expressed.

The Kohonen Self-Organising Maps proved to be an effective tool in measurement classification and in monitoring the process conditions. The results are reviewed in more detail in Salmi (1999). The analysis will be continued in the future in order to extend and improve the monitoring capabilities of the system. The main emphasis will be on studying feature extraction on the basis of the analysis of the process trends.
6. RESULTS OF THE ANALYSIS OF THE PROCESS EQUIPMENT

In the proposed system for flash smelting the faults in the process equipment are also detected. The decision about the condition of the steam dryer is performed on the basis of the process state classification and fault detection on the process equipment. The system was tested at a copper flash smelter on a multi-coil steam dryer that is used in drying the feed material of a flash furnace. At the smelter both heuristic knowledge and numerical data were collected. Knowledge about the operation of the multi-coil steam dryer was obtained from the plant personnel and the operation reports of the smelter. This knowledge was used to identify the most important operational problems of the dryer and to design a strategy for diagnosing the condition of the process equipment.

The numerical data for testing the system were collected during a five-month period. The data consisted of one-hour averages of process measurements. The operational problems of the dryer reported during the testing period were the clogging of the off gas filter and excessive flue dust emissions. The data set used in testing had the following 9 variables: amounts of process gas, steam and feed material, pressure differences in the off gas filter and between the drier and off gas line, vibration in the off gas blower, noise level in the drier, load of the electrical drive and temperature of the lubrication oil in the electrical drive.

When testing the system the steam dryer process was divided into units such as the electrical motor that rotates the steam coil, body of the dryer and filter and blower of the off gas. Temperature, noise level and pressure measurement instruments were also connected to process units. All the units of the multi-coil steam dryer process are handled in the system as objects and they contain rule bases of the units and information about the name, variables and connections of the units. The inference engine automatically builds the Rete -network on the basis of the rules stored in rule bases. All the units in the system have a rule base of their own, and subsequently also Rete -networks of their own. The steam dryer process used in testing is presented in Figure 4 a). The Rete -networks for the process equipment and measurement instruments are presented in Figure 4 b).

The system detected failures and also found possible reasons for failures to a satisfactory level of accuracy. The most important disturbances in the process during the testing period were caused by problems in controlling the amount of process gas with respect to the dried concentrate-flux mixture. If the amount of process gas is low with respect to the amount of concentrate, then the moisture content of the off gas is too high and the off gas filter is clogs due to flue dust aggregations. At the end of the observation period the fault diagnosis system frequently warned about clogging of the off gas filter and excessive vibration of the off gas blower. The results are reviewed in more detail in Grönbärg (1999). The description of the inference engine is presented in Figure 5, using the example where an equipment failure "filter is clogging" occurred. The failure was generated by a control problem "low level of nitrogen in the process gas".

![Figure 4](image_url)

**Fig. 4.** a) Flow sheet of the testing system for the multi-coil steam dryer and b) Rete -networks

![Figure 5](image_url)

**Fig. 5.** Inference engine of the system.

The inference engine utilising forward chaining with the Rete –algorithm as its reasoning strategy operated well and effectively in diagnosing failures in the multi-coil steam dryer. The inference engine will be tested on line in the near future and the operation of the engine will be extended to cover the whole flash smelting process.

7. CONCLUSIONS

Process monitoring and fault diagnosis have been widely studied in recent years. However, the methods
have not been applied in the metallurgical industry for developing large-scale industrial systems dedicated to both process monitoring and fault diagnosis of process equipment. The aim of this paper was therefore to outline and present a fault diagnosis system for the Outokumpu flash smelting process.

The structure of the fault diagnosis system is outlined and presented. The system is integrated, and it monitors the states of the process and performs fault detection and diagnosis on the process equipment. The integrated system is composed of modules such as process data bases, process state classification, symptom generation, a process equipment data base, a rule base of decision rules, decision making and a user interface. In the system the classification is performed by SOM and the decision making utilising forward chaining with the Rete algorithm as its reasoning strategy.

The fault diagnosis system is giving promising results in both process monitoring and detection of the condition of process equipment failures. A prototype of the system will be implemented and tested as an industrial application in the near future. The main emphasis in testing will be on the integrated features of the process monitoring and fault diagnosis of the process equipment, and the use of a combination of the two in decision making.
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