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A B S T R A C T

Background: Transcranial magnetic stimulation (TMS) plays an important role in treatment of mental and neurological illnesses, and neurosurgery. However, it is difficult to target specific brain regions accurately because the complex anatomy of the brain substantially affects the shape and strength of the electric fields induced by the TMS coil. A volume conductor model can be used for determining the accurate electric fields; however, the construction of subject-specific anatomical head structures is time-consuming.

Objective: The aim of this study is to propose a method to estimate electric fields induced by TMS from only T1 magnetic resonance (MR) images, without constructing a subject-specific anatomical model.

Methods: Very large sets of electric fields in the brain of subject-specific anatomical models, which are constructed from T1 and T2 MR images, are computed by a volume conductor model. The relation between electric field distribution and T1 MR images is used for machine learning. Deep neural network (DNN) models are applied for the first time to electric field estimation.

Results: By determining the relationships between the T1 MR images and electric fields by DNN models, the process of electric field estimation is markedly accelerated (to 0.03 s) due to the absence of a requirement for anatomical head structure reconstruction and volume conductor computation. Validation shows promising estimation accuracy, and rapid computations of the DNN model are apt for practical applications.

Conclusion: The study showed that the DNN model can estimate the electric fields from only T1 MR images and requires low computation time, suggesting the possibility of using machine learning for real-time electric field estimation in navigated TMS.

© 2019 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Transcranial magnetic stimulation (TMS) is a technique for stimulating a target area of the brain in a non-invasive manner. Impulsive and intense current injected into a stimulation coil located just above the scalp induces a focal electric field (E-field) in the brain. Single- or multiple (repetitive)-pulse TMS is often used for diagnosis in pre-surgical identification of motor and language functions, as well as for therapy, such as that for neuropathic pain and enhancing motor recovery [1]. Bottlenecks in TMS-based diagnosis include its reliability being dependent on the experience of the operators, the time needed for the diagnosis, as well as the choice of optimal stimulation parameters.

The stimulation strength of TMS has been thought to be maximal just below the coil center, where the coil current is at its maximum. However, recent experimental and computational studies suggested that the maximal stimulation strength does not
always occur at this estimated location [2]. The reason for this discrepancy is attributable to the complex structure of human brain anatomy, as predicted by recent computational studies [3–8].

Recently, computational studies have been conducted to estimate the E-field in certain subjects by using volume conductor models based on subject-specific head models. The E-field is known as the main physical agent, and notably, its relative direction to neural structures is also important. From a practical viewpoint, it is used as a surrogate for stimulation volume. The effectiveness of such modeling has been confirmed by comparing computationally estimated volumes with those identified by direct electric stimulation measured in neurosurgery studies [9,10]. This computational approach is helpful for planning diagnoses and therapy.

A concern associated with this approach is that the computational cost is generally substantial, including the cost associated with the development of a subject-specific human head model and computation using a volume conductor model. The latter takes tens of seconds to a few minutes to estimate the E-field in the brain for one location and angle of the TMS coil, and it is dependent on factors such as the model resolution and computational resources. This issue has been mostly resolved by accelerating the algorithm of volume conductor modeling; our in-house software based on a geometric multi-grid reduces this time to several seconds or less [11]. Fast multi-pole methods have also been used to accelerate boundary element techniques [12]. However, the computation times are still too long for real-time calculations. Another important bottleneck is that it still takes few hours to half a day to develop a patient-specific human head model. Specifically, the process of segmenting the magnetic resonance (MR) image into brain tissues is time-consuming; FreeSurfer [13–15] or BrainVoyager1 are often used for this purpose, and other software packages are used for the remaining tissues. These software packages have been integrated into segmentation pipelines such as SimNIBS [6], which can automatically generate segmented volume conductor models from T1 and T2 MR images. However, the quality of the segmentation is somewhat dependent on the MR image quality, and the developed models always need to be verified manually.

This study is the first proposal for real-time estimation of E-fields induced by TMS with “deep learning” [16], which directly regresses E-fields from only T1 MR without using the time-consuming segmentation software (e.g., FreeSurfer). This is a data-driven approach for E-field estimation: the mapping from only T1 MR images to E-fields is performed using training data consisting of a large number of pairs of T1 MR images and the corresponding E-fields. The mapping is represented by parametric models based on deep convolutional neural networks, which are hierarchically structured with convolution, max-pooling, and up-sampling layers. We employed a network architecture called “U-Net” [17], which is a fully convolutional network with multi-scale skip connections, for our regression task, and it is trained using more than 200,000 segments of MR and E-field pairs for generalizing various parts of the brain and TMS coil positions. After training and optimizing the deep neural network (DNN), the E-fields induced by the TMS coil can be directly estimated from only T1 MR images. In other words, the proposed machine learning approach can be immediately applied to new subjects after scanning the T1 MR images without the time-consuming process of constructing the subject-specific anatomical head model. Another advantage of this approach is that the computation time is only 0.01–0.03 s with a graphics processing unit (GPU), which is markedly reduced from the conventional approach (i.e., a few hours for anatomical segmentation as well as at least several seconds for computation), and allows calculations to be performed in real time during navigated TMS.

Materials and methods

Methodological design

Mathematically, the objective of this study is to estimate an E-field \( \mathbf{y} \) induced by TMS from a brain MR image \( \mathbf{x} \) and a coil position \( \mathbf{p} \). The proposed method is designed based on nonlinear regression problem inputting \((\mathbf{x}, \mathbf{p})\) and outputting \(\mathbf{y}\). Fig. 1 shows the overall design of the proposed method. The method is separated into two phases: a training phase and an application phase. In the training phase, a physical model-based computation method [11] generates the training data \((\mathbf{x}, \mathbf{p}, \mathbf{y})\) as a supervisor in machine learning. Then, the DNN model is optimized for fitting the training data \((\mathbf{x}, \mathbf{p}, \mathbf{y})\) so that it imitates the supervisor. After the training using a large number of samples \((\mathbf{x}, \mathbf{p}, \mathbf{y}) \in D_{\text{train}}\) is complete, the constructed regressor can be applied to a new MR image \(\mathbf{x}\) with any coil positions \(\mathbf{p}'\) for estimating its induced E-field \(\mathbf{y}'\).

Data, computation, and learning

We used the MR images of \( N_k := 37 \) subjects (Male 30, Female 7, Age 18–55), obtained at Fukushima Medical University and database.2 All images were acquired using T1-and T2-weighted sequences with two different 3-T MR scanners: Siemens 3T with MP-RAGE sequence and GE 3 T with fast SPGR sequence. Each MR image was segmented with FreeSurfer into gray matter, white matter, cerebellum, brainstem, and various nuclei. Furthermore, non-brain tissue compartments were segmented with the 2D-histogram of the T1 and T2 images into blood, dura, cerebrospinal fluid, compact bone, spongy bone, fat, muscle, and skin. Fig. 2 shows the process for constructing the volume conductor model (VCM) from T1-and T2-weighted MR images. Thereafter, the VCMs were constructed for all MR images, and the induced E-fields, \(\mathbf{y}\), with any combination of MR images and TMS coil positions, \((\mathbf{x}, \mathbf{p})\), could be calculated using the finite element method [11] using a figure-of-8 magnetic coil model that was constructed based on previous E-field measurements of the Magstim 70 mm Double Coil (The Magstim Company Ltd., UK) [19]. Details for constructing the VCMs and the electric field calculations are provided in the Supplementary Material.

---

1 http://www.brainvoyager.com/

2 NAMIC: Brain Multimodality http://hdl.handle.net/1926/1687.
In this study, we employed a neural-network based regression model because of its high representation ability, as kernel-based regression [20,21], randomForest [22,23], and neural networks [24].

For each subject, we computed E-fields for various TMS coil positions: total \( N_p = 7056 \) positions combining \((14 \times 14)\) locations and 36 angles. Fig. 3 shows examples of \((14 \times 14)\) TMS coil locations and angles. The TMS coil is located in a reticular pattern around the normal line of the brain surface at 10-degree intervals: \((0°, 10°, 20°, …, 350°)\). Finally, we obtained a total of \( N = N_f N_p = 261,072 \) pairs of MR images and TMS coil positions, \((x_n, p_n)_{n=1}^{N}\), and their corresponding E-fields, \((y_n)_{n=1}^{N}\).

We considered a parametric nonlinear regression model \( r(x, p(\Theta)) \), where \( \Theta \) is a set of model parameters. Let \( \mathcal{D}_{\text{train}} \subseteq \mathcal{D} \) be a set of training samples. We optimized \( \Theta \) using the following criterion: minimize \( \sum_{(x,y) \in \mathcal{D}_{\text{train}}} \| y - r(x, p(\Theta)) \|^2_{\Omega_p} \), where \( \Omega_p \) stands for the brain region of interest, namely, that with meaningful E-field values. By considering a coil-centered coordinate system (see Supplementary Materials for details), the regression problem is simplified as

\[
\text{minimize } \sum_{(x,y) \in \mathcal{D}_{\text{train}}} \| y - r_0(x(\Theta)) \|^2_{\Omega_b},
\]

where \( x, y \), and \( \Omega_b \) stand for the MR image, E-fields, and brain region of interest in a coil-centered coordinate system, respectively. A few examples of pairs of MR images \( x \) and E-fields \( y \) are shown in Fig. 4. Any regression model can be used for \( r_0(x(\Theta)) \) in general, such as kernel-based regression [20,21], randomForest [22,23], and neural networks [24]. In this study, we employed a neural-network based regression model because of its high representation ability, well-established optimization algorithms, and computational efficiency. Fig. 5 shows a volume-to-volume neural network architecture named “U-Net” [17,25], which is used in our experiments. U-Net inputs a T1 MR image of size \((72 \times 144 \times 24)\) and outputs the absolute value of the induced E-field of the same size, namely, \((72 \times 144 \times 24)\). It consists of many 3D-convolution layers with batch normalization (BN) [26], rectified linear units (ReLU) [27], max pooling, and up-sampling. In addition, U-Net holds detailed local information using its skip connections.

More details of the physical model-based computation method and the DNNs are provided in Section 1 in the Supplementary Materials.

Leave-five-cases-out validation

We validated the proposed estimation method of TMS-induced E-fields by training with 32 subjects and testing with 5 subjects. Thus, we had \( 32 \times 7056 = 225,792 \) samples for training, and \( 5 \times 7056 = 35,280 \) for testing (volume conductor computations). Three DNN models shown in Fig. 5 were used to demonstrate the difference of performance come from the difference of depth. For each model, we optimized the model parameter \( \Theta \) for minimizing the cost function (1) by using the stochastic gradient descent (SGD) algorithm [28,29]. In the SGD algorithm, the parameter \( \Theta \) is iteratively updated using backpropagation [30] for a mini-batch, which is a small subset containing a few (e.g., 5–50) training samples. We iteratively updated \( \Theta \) for 20 epochs, where an epoch refers to a unit of iterations throughout the whole training set. Note that we did not use validation set for early stopping the optimization. After the optimization, DNN models with \( \Theta \) were used for regression. The proposed DNN models were evaluated by comparing them with the VCM results for subjects that were not included in the training.

Results

Validations of the relative positions to the TMS coil

Focusing on the same voxel position of the estimated E-fields on the coil-centered coordinate for all 35,280 testing samples, we calculated the correlation coefficient between the VCM and DNN model. Fig. 6 visualizes the values of those correlations for all
voxel positions and the density plots of E-fields for some specific positions. The positions in white are located outside the head, and the correlations could not be calculated because of the zero variance of the E-fields. Almost all meaningful positions had positive correlations, and the higher values were obtained by deeper networks (see Supplementary Figs. 4 and 5). Notably, correlation coefficients on 95% of the meaningful relative positions of coil (i.e., region excluding centers of coil wings and outside the brain) were higher than 0.8. The peripheral positions (e.g., (a) and (g) in Fig. 6) that bounce in and out of the head region had higher correlations since zero and non-zero values can be easily estimated. The centers of two coils wings (e.g., (b) and (f) in Fig. 6) have relatively low correlations because of the low strength of the E-fields. With the exception of those positions, the center and deeper positions (e.g., (c), (d), and (e) in Fig. 6) are highly accurate in general.

Target regions

The E-field distributions on the brain surfaces were compared by using the VCM computation and DNN estimations to confirm their usefulness for two target areas, a motor area (hand knob area) and a language area (Broca’s area) which are considered important in presurgical diagnoses. Note that Broca’s area is outside of training set, and here we report the interpolation performance by hand knob area and the extrapolation performance by Broca’s area. MR images of five subjects excluded from the training data were chosen, and the coil center was positioned so that it coincided with that of Broca’s area or the hand knob area. The angle of 90°/C14 and 45°/C14 for Broca’s area and the hand knob area, respectively. The angle of 45° for the hand knob area was based on clinical guidelines [31], while that for Broca’s area was chosen arbitrarily as no guideline exists.
Fig. 7 shows the results of estimated E-fields on the surfaces of gray matter extracted by FreeSurfer. The E-fields on the surface were computed by the linear interpolation of the voxel representations. The clear similarity between the VCM results and DNN estimations can be confirmed from the results. Specifically, the regions having higher values in the VCM and DNN almost overlapped (see the last columns in Fig. 7(A) and (B)). The difference in the accuracy of the DNN model with respect to the relative positions to the TMS coil is shown. The accuracy of DNN was usually high for strong E-field levels.

Table 1 shows the correlation coefficients, peak signal-to-noise ratio (PSNR) [dB], mean absolute error (MAE) [V/m], and mean relative absolute deviations (RMAD) [%] between the two E-field surfaces of the VCM and DNNs for those two coil positions for the five subjects. For reference, we also calculated the E-fields using a homogenized volume conductor model (i.e., all tissues of the head were assigned the conductivity of gray matter) and the primary E-field (i.e., the time derivative of the magnetic vector potential). It is shown that the accuracy of DNN with depth 4 was much higher than the two references. Values of DNN approximately equal to 0.93 and 0.97 of the average correlation coefficients were obtained for Broca’s area and the hand knob area, respectively. Roughly, PSNR was larger than 29 dB, MAE and RMAD were smaller than 6 V/m and 6% in hand knob area.

Comparing computation times

We compared the computation times for the VCM and individual DNN models. Table 2 shows the expected values of computation times for obtaining the output of one trial of an induced E-field from an MR image or human head model with one given coil position. The computation of the DNN was conducted by a single workstation with an Intel(R) Core(TM) i7-6850K CPU with a frequency of 3.60 GHz, 128 GB memory, and NVIDIA GeForce GTX 1080.
Each value was calculated as the average time consumed for 10,000 trials in TensorFlow with/without GPU. One trial refers to an input of one MR image (i.e., the batch size is one) and an output of one E-field. For reference, the computation time of the VCM was measured with an Intel(R) Xeon(R) Gold 5120 CPU with a frequency of 2.20 GHz/2C2 and 98 GB memory. Note that the computation time for the VCM does not include the lengthy construction process for an anatomical human head model which takes a few hours or longer computation. This comparison confirms that the computation time of the DNN with GPU showed an extreme improvement over the conventional method.

### Number of subjects for training

We tried to change the numbers of subjects for training in 5, 10, 15, 20, 25, and 32 subjects' MR brain images. Fig. 8 shows the average and standard deviations of PSNR and MAE for all (14 × 14 × 36 × 5) testing E-fields estimated by DNN trained with 5, 10, 15, 20, 25, and 32 subjects' MR brain images.
variation of \((72,144,24)\)-volumes in coil-centric coordinate would be captured by training with almost 15 subjects, and it supports our experiments using 32 subjects for training.

**Discussion and conclusion**

In this study, we first applied deep learning to relate E-fields computed by volume conductor modeling and medical images. It was shown that the field distribution can be estimated solely from T1 MR images, without the need for any physical computation. The effectiveness of the proposal was demonstrated by comparing the computed (i.e., by the VCM) and estimated E-fields for stimulating Broca’s area and the hand motor area.

In conventional volume conductor modeling, the most time-consuming aspect concerns the segmentation and construction of subject-specific anatomical head models. In the proposed approach, segmentation is not required once the machine learning has been conducted. We confirmed that the image of the E-field is provided in 0.024 s accurately in the area of the maximum E-field. This is much quicker than a single computation of volume conductor computation using common software, as well as tissue segmentation from MR images.

There are commercially available neuronavigation systems that superpose an empirically estimated E-field on the medical images. However, this simple estimation does not model the distortion of the E-field due to individual brain anatomy. While the accuracy of the proposed DNN approach could still be improved, it can, nonetheless, capture the effect of anatomical features on the E-field distribution (Figs. 6 and 7, Table 1). The approach could thus provide more precise determination of stimulated brain areas compared to simple E-field models [9].

One motivation of this work was to provide the stimulation parameters (coil angle, injection current, and other such factors) for optimizing the E-field distribution on the brain in almost real time. The computation time to estimate the E-field was only 0.024 s for DNN with a depth of 4, using a conventional workstation with a GPU. This means simply that 40–50 coil positions can be simulated per second in real time during neuronavigation. The input data required for the DNN are the same as for conventional neuronavigation, namely, the T1 image and coil position. Therefore, the approach is very practical and could serve as an add-on for existing neuronavigation systems.

The approach does, however, suffer from some limitations. The first limitation is common for all VCMs. The proposed approach only allows a direct estimation of the E-field distribution, which is the physical agent of the stimulation, rather than the stimulation itself. Thus, the estimation is not directly associated with the electrostimulation [11]. The biophysical mechanism, including the relative angle of the E-field and axon [2,9,10,32,33], is not considered because the E-field is still widely used for estimating the target area. Another specific limitation of the machine learning approach is the uncertainty of the results obtained from the outlying inputs (e.g., pathological MR images with/without tumors). It might be avoided by augmenting the training dataset to contain various types of MR images; however, collecting a large number of real MR images is not easy and can be time-consuming. Synthetic data augmentation techniques will be helpful for improving the robustness of outliers although doing so is not a fundamental solution.

The DNN model constructed in this study is specific for one type of TMS coil. Since the induced E-field distribution differs with respect to the type of magnetic coil [34], a DNN model constructed using different coil models/TMS settings cannot be used for estimations by different condition. The differences in DNN models between different magnetic coils/TMS settings remains to be solved.

Some degradation of MR image quality or difference of the characteristics of MR images with respect to scanning devices/techniques would degrade the estimation of DNN. From a recent computer vision study [35], a benefit of convolutional neural network (CNN) structure that CNN itself has noise impedance has been discussed, and it would support the noise robustness of the proposed approach since U-Net is a CNN. Moreover, a simple solution of these issue is collecting various MR images scanned by various devices/techniques/situations. If it is difficult to collect a large number of MR images, a machine learning technique of “domain adaptation” [36] would be helpful to solve this issue, and it is included in future work.

The size of input/output MR/E-field volume was set as \((72 \text{ mm} \times 144 \text{ mm} \times 24 \text{ mm})\) in our experiments, and then limitation of deep surface was 24 mm, currently. However, the size of the volume can be easily changed, and extended toward more deep setting based on target applications.

The proposed DNN model outputs the magnitude of the induced E-field, which is useful for real-time navigated TMS. However, the model can be modified to output the vector components of the E-field with a marginal changes. A similar approach can be used for different applications, such as modeling transcranial direct current stimulation.
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