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Abstract—Exponentially increasing data volumes, coupled with new modes of analysis have created significant new opportunities for data scientists. However, the stochastic nature of many data science techniques results in tradeoffs between costs and accuracy. For example, machine learning algorithms can be trained iteratively and indefinitely with diminishing returns in terms of accuracy. In this paper we explore the cost-accuracy tradeoff through three representative examples: we vary the number of models in an ensemble, the number of epochs used to train a machine learning model, and the amount of data used to train a machine learning model. We highlight the feasibility and benefits of being able to measure, quantify, and predict cost-accuracy tradeoffs by demonstrating the presence and usability of these tradeoffs in two different case studies.

Index Terms—performance, optimization, big data analytics, machine learning, quality of analytics

I. INTRODUCTION

Data science analyses are often more continuous than they are discrete. That is, due to their stochastic nature, the results of an analysis may change over time and potentially they can be improved with additional computation or data. For example, when training a neural network model, the accuracy of the model is often dependent on the amount and quality of training data combined with the length of training time. This situation demonstrates one opportunity to dynamically measure and manage the tradeoff between cost (e.g., execution time, resource consumption, monetary cost) and performance (e.g., accuracy). For our analyses, we focus on the tradeoff between execution time (cost) and accuracy (performance) as the most common example observed in data science.

Machine learning practitioners have long faced the challenge of determining when a model is sufficiently well-trained and often they observe diminishing returns (in terms of accuracy) when training models. Thus, practitioners are faced with the decision between favoring execution time or accuracy, or some mix of the two. Further, this tradeoff is application-dependent, and thus there is no general-purpose approach for measuring and optimally balancing the tradeoff. Often, the decision is based on the use of thresholds. For example, when a model achieves a specified accuracy, exceeds an allowable duration, or fails to demonstrate marginal improvements.

While it is desirable to be able to make decisions that balance tradeoffs between expediency and accuracy, doing so is a significant challenge for two reasons. First, there is no general way to dynamically capture and optimize for cost and accuracy; and second, there is currently no commonly-accepted mechanism for describing and implementing objectives in such a space. Our goal in this paper is to suggest a roadmap for managing this general type of cost-accuracy tradeoff through initial experiments with real-world applications.

In this paper, we first outline the need for managing the cost-accuracy tradeoff by describing three illustrative examples in Section II—ensemble modeling, iterative machine learning training, and varying the amount of data used to train a machine learning model. In Section III we then explore these tradeoffs by varying optimization dimensions for each example and highlight the significant differences in our cost metric—time—and accuracy. In Section IV, we describe a research roadmap for measuring, quantifying, and predicting cost-accuracy tradeoffs. Finally, we present related work in Section V and summarize our contributions in Section VI.

II. APPLICATION SCENARIOS

Many applications are able to trade result quality for expenditure of resources or time needed to compute a result. For example, image processing, machine learning, and iterative simulations allow developers to modify configurations to increase accuracy at the expense of compute time. While methods exist for approximating functions (e.g., loop proliferation, task skipping, and data sampling) a frequent obstacle to the effective practical use of such methods is that users lack the expertise required to estimate how much computation is required to achieve a desired level of accuracy for a particular problem. Here we outline three representative analysis examples of which tradeoffs between compute time and accuracy are important.

A. Ensemble models

In many domains, many alternative applications are designed to perform similar tasks but in different ways. In these cases, each application exhibits different performance characteristics and costs. Often, to improve result quality data scientists employ ensemble-based approaches that allow the use of voting mechanisms to either increase precision or recall.
One example is the variant calling analysis of genomes which aims to identify single nucleotide variants within an individual genome relative to the population at large. There are dozens of interchangeable variant callers, with no scientific consensus on the “best” variant caller for a given situation. Each variant caller has vastly different performance characteristics, with execution time ranging from minutes to hours. It has become common practice for repositories, such as the Genomic Data Commons (GDC), to release variant datasets processed with multiple variant callers (e.g., GDC releases datasets processed with four variant callers). Similarly, it is common for researchers to combine results from several variant callers using ensemble-based approaches to improve accuracy [1].

To illustrate these opportunities, we refer to the use of ensemble-based methods by combining data from four well-known variant callers using data shared via the GDC [2]. Figure 1 shows the disjoint set of variants identified by the four variant callers on the aggregate of breast cancer (BRCA) samples. Each of the variant calling pipelines executed for between 10 and 500 minutes. These results highlight not only the potential benefits of ensemble approaches for improving precision and/or recall, but also that, in some cases, little benefit is to be gained by applying some variant callers, thereby establishing our tradeoff.

B. Iterative machine learning training

There is a general class of scientific applications including machine learning and monte carlo simulations that rely on iterative statistical methods. These methods essentially refine a model over discrete steps toward some objective function. The number of phases used may be varied depending on resource availability, objective, and the general type of learning algorithm.

One specific example to illustrate the properties of this type of algorithm is a simple, two-layer dense network for the classification of handwritten digits. Figure 2 demonstrates the relationship between time and loss (the performance metric of this model) present during neural network training and, more broadly, stochastic machine learning training. This exhibits a nonlinear tradeoff, given the reduction of marginal accuracy improvements over the course of training, as one would expect.

C. Training data for machine learning

The training time of machine learning algorithms can be influenced significantly by the amount of data used for training. However, it is not evident in all cases that more data is necessarily always better. Many aspects affect whether this may be true, including the uniqueness of the inputs, the breadth of possibilities the algorithm is expected to learn, and the overall performance and learning method of the algorithm itself.

In the case of simple image classifiers, it is reasonable that, of the training data, half of the images of one category may be representative of the other half. Following, this may be true of 25% of the data, or perhaps even 10%. In addition to the execution duration of the learning algorithm, the quantity of data affects questions of data sufficiency, particularly in machine learning applications that are being pioneered for the first time or are iteratively updated. How much data is enough data? How much accuracy will be gained by retraining with slightly more or different data?

III. Practical evaluations of cost-accuracy tradeoffs

To explore the potential benefits of quantifying and predicting cost-accuracy tradeoffs and common methods, we review two target use cases. We first explore the training of machine learning models by varying the number of iterations and quantity of training data available. We then explore the exploitation of domain knowledge to intelligently select data to be used for training as part of the preprocessing stages of a retail forecasting pipeline.

Fig. 1. Venn diagram for each variant caller for BRCA (from Leung et al. [2])

Fig. 2. Time and loss (“performance”) of neural network training over many iterations.
A. Deep Learning case study

As described above, deep learning is a perfect test case for computational tradeoffs with respect to time and accuracy due to the flexible nature of deep learning training. The tradeoffs we examine here are two forms of time vs. accuracy as determined by a) the number of samples from the data or b) the number of iterations, or epochs, we use to perform the training.

1) Methods: To investigate the role of tradeoffs in deep learning, we have implemented and trained three different image classifiers for the CIFAR-10 and CIFAR-100 datasets. The first two models consisted of three convolutional layers with 32, 32, and 64 kernels respectively and two fully connected layers with 512 units and then 10 or 100 units (for CIFAR-10 and -100 respectively). The third model was trained solely on CIFAR-100 and consisted of 6 convolutional layers with 2x128, 2x256, and 2x512 kernels per layer and two fully connected dense layers with 1000 and 100 units. For each of these models, we trained on 20%, 40%, 60%, 80%, and 100% of the available data, which we randomly selected in two ways: 1) selecting randomly from across the entire dataset and 2) selecting evenly from each class. We repeated each of these tests ten times for rigor.

For training time context (which is meant only to function as an initial example), we conducted all of these tests on a consumer-grade desktop with a latest-generation 6-core Intel CPU clocked at 3.9GHz, a Nvidia RTX 2070 Super, and 32GB of RAM. All data was stored locally on an NVMe SSD.

2) Evaluation of tradeoff results: In our experiments, we found some results that applied across all of our experiments and some that were more localized. Across all of our experiments, we observed that the difference between training and validation accuracy does not begin to diverge until after 40 epochs regardless of the proportion of data used (see Figure 3) and that, for all proportions of data, validation accuracy increases with respect to 100% data usage as the number of iterations increases (see Figure 4).

However, another result we saw from training our models is that accuracy per hour (time) seems always to favor the higher data percentages. On the other hand, maximizing this accuracy per hour measurement definitively will favor early halting of the algorithm, though this is to be expected. In other words, we have found that training a model on more data for a smaller number of iterations will lead to higher validation accuracies than training a smaller quantity of data for more epochs (see Figure 5).

B. Retail forecast pipelines

Production data analytics pipelines, in general, are comprised of many phases, such as data collection, data preprocessing, training and analytics/machine learning. Each phase has different inputs and outputs that strongly influence the other phases. Further, in production machine learning applications training is conducted on real data and pipelines are designed to produce results for particular purposes. In practice, the time to obtain results is often one of the primary evaluation goals. In this context, we consider the time-accuracy tradeoff for a retail prediction pipeline. The key question is how can we optimize the training time while still being able to produce high-quality results for forecast models. Specifically, in our case study, the domain experts and companies doing retail forecasting look for different ways to determine the tradeoffs between elapsed time, costs and quality of the models.

1) Methods: We first define tradeoff quality for pipelines and their components based on phases: tradeoffs are based on
time and quality of the results. We further divide the quality of data aspects into many sub-dimensions based on the specific data analytics/ML pipelines. Here, the approach is to allow owners of pipelines to define possible tradeoffs based on their respective domains and to provide evaluation functions for evaluating the quality of different result characteristics.

We use a synthetic retail dataset that describes item promotions and sales in stores over a period of 3 years. We generated two datasets, based on real-world retail data from a collaborating company, containing 500,000 and 1,000,000 rows of sales data. Three sample rows from the dataset can be seen in Table III-B1. In the first test, we examine two cases: tradeoffs between resources for cost and for elapsed time: (i) very high capacity resources with higher costs and (ii) limited capacity for lower costs but need more execution time. We tested with using memory size of computing instances because data analysis tasks have strong requirements of storage for swaps and computations.

We apply a representative forecasting pipelines that comprises a set of models that can be queried to make predictions about a specific location and item. This means that different models are used for each location and item pair. One way to maintain the best possible accuracy per model is to filter out certain locations, items, or time periods.

Our pipeline consists of four different tasks. First, data cleaning removes faulty rows and calculates the sales for each item from raw data. Second, a data transformation step formats the different categorical values so that they can be used in the algorithm. Third, a linear regression step runs over the data and creates a prediction model. Finally, a scoring task scores the resulting model and expresses the quality as the $R^2$ squared score. We perform the forecasts and training using ML pipelines executed in the cloud, for example, in our case, using Apache Airflow in Amazon EC2.

To explore the effect of data reduction we apply two application-specific strategies. The first reduces the number of store locations that are taken into account when training the model. As our dataset contains information about stores from two different cities, we filter the results to one city, thus decreasing the row count twofold. The second uses data from only the last 12 months. This effectively removes the first 24 months of data and decreases the row count by a factor of three. If we apply both reductions, we reduce the number of rows by a factor of six.

We monitored the following metrics:

- **data size**: is based on row count. We can reduce the data size by reducing the number of rows used for training.
- **$R^2$ squared value**: is a suitable metric for linear regression algorithms used in retail forecasting. An acceptable $R^2$ squared value largely depends on specific use cases and tasks. We use the guidelines of the $R^2$ squared value from [3] which is suitable for marketing research.
- **elapsed time**: is the running cost of a task spent in Amazon EC2.

We first summarize the implications of our results and then outline the future directions of our research.

A. Discussion

We see above that there is a definite diminishing value in the iterative training of neural networks, as well as the diminishing value in data addition. One prime area of interest regarding this work is its applications in efficient and intelligent neural architecture search. As new problem domains and sciences begin exploring the potential applications of deep learning within their respective fields of study, new types and styles of neural networks will be necessary to serve as adequate solutions to these new problems.

For example, in evaluating model performance, we developed a simple decay model to predict the training loss of the model given different quantities of “input” epochs (see Fig 6. From this simple model, we could easily create a simple tool that could, given a certain objective confidence level, act as an early stopping condition for evaluating how well a model may perform. We show this potential in Fig. 7 which illustrates the mean predictive error of our loss model as a function of the number of epochs used for training.

Additionally, by integrating inter-iteration weight sharing [4], we could use these partially trained networks to achieve even greater accuracy, as well as increased advantages in execution duration.

B. Future Directions

We briefly outline our future research directions based on our preliminary results described above.

1) **Quality of Analytics (QoA)**: We suggest that a first step is to create a conceptual framework for defining Quality of Analytics (QoA). This framework should allow us to define functions for evaluating attributes that are specific to domains such that other domain-independent attributes like time and cost can be automatically determined. It should also be flexible, such that different quality measures can be integrated.
TABLE I
THREE SAMPLE ROWS FROM RETAIL DATASET (SIMPLIFIED COLUMN NAMES)

<table>
<thead>
<tr>
<th>date</th>
<th>id</th>
<th>name</th>
<th>volume</th>
<th>price</th>
<th>cost</th>
<th>promo</th>
<th>category_net</th>
<th>margin</th>
<th>category1</th>
<th>category2</th>
<th>location</th>
<th>sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>07/01/2018</td>
<td>100</td>
<td>Chicken</td>
<td>38144.0</td>
<td>3.79</td>
<td>2.7</td>
<td>0</td>
<td>451692.0</td>
<td>0.25</td>
<td>Meat</td>
<td>Food</td>
<td>Helsinki</td>
<td>144565.76</td>
</tr>
<tr>
<td>14/01/2018</td>
<td>100</td>
<td>Chicken</td>
<td>36420.0</td>
<td>3.79</td>
<td>2.66</td>
<td>0</td>
<td>414342.0</td>
<td>0.25</td>
<td>Meat</td>
<td>Food</td>
<td>Helsinki</td>
<td>138031.8</td>
</tr>
<tr>
<td>21/01/2018</td>
<td>100</td>
<td>Chicken</td>
<td>35322.0</td>
<td>3.79</td>
<td>2.66</td>
<td>0</td>
<td>381854.0</td>
<td>0.25</td>
<td>Meat</td>
<td>Food</td>
<td>Helsinki</td>
<td>133870.38</td>
</tr>
</tbody>
</table>

TABLE II
COMPARISON OF DATA REDUCTIONS IN PIPELINE TRAINING.

<table>
<thead>
<tr>
<th></th>
<th>500k dataset</th>
<th>1m dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Used</td>
<td>500k</td>
<td>1m</td>
</tr>
<tr>
<td>Time (s)</td>
<td>1185</td>
<td>725</td>
</tr>
</tbody>
</table>

Fig. 6. Predicted loss after 30 epochs and observed loss for training our CIFAR-100 model.

This way will allow us to incorporate knowledge from domain experts into tradeoff analytics.

2) Monitoring and mechanisms for measuring QoA: We need to develop systems for measuring accuracy and costs. That could be done by leveraging existing monitoring tools. However, there may well be other features that need to be monitored (e.g., the sensitivity of data used to train a machine learning model). Further, capturing QoA through a multi-analysis pipeline may require new methods of measurement from individual components. We need to address mechanisms for capturing/quantifying measurements that can be used for evaluating domain-specific attributes like accuracy in different domains. Due to the complexity of domain-specific attributes that need to invoke domain experts, we should allow annotation and instrumentation techniques that allow experts to provide input to measurements.

3) Models for predicting QoA: One of the biggest areas of research is to develop new models that are capable of predicting cost and accuracy, from a variety of application types and domains, and in different environments (different configurations, parameters, hardware, accelerators, etc.). There is extensive work on predicting various aspects of this problem, and thus, we focus on the reuse of existing methods and the integration of diverse features.

4) Methods for adaptation and optimization: We need to enable users to explore cost/accuracy tradeoffs such that they can inform application development and use. Furthermore, methods for enabling users to state cost/accuracy goals in programs should be allowed to trigger adaptation actions. From the system viewpoint, to implement possible actions for changing pipelines, we should define primitive action models, in which actions can be mapped to tradeoff conditions. Initial work on primitive action models [5] could be a starting point.

5) Generalization with Neural Architecture Search Integration: As mentioned above, one key area we plan to explore is in the area of neural architecture search (NAS). The tradeoffs between required data, predicted model performance, accuracy, and compute cost covered in this paper represent a significantly complex optimization space where the optimization objectives of an end-user could impactfully manifest in the execution of an integrated NAS pipeline.

6) Integration with cost-aware computing work: Our prior work has focused strongly on different approaches to cost-aware and distributed computing, both in traditional HPC environments and in the cloud. Specific examples include the prediction of cloud costs given workflow execution duration [6], cost-aware cloud provisioning [7], prediction and optimization of execution characteristics in the cloud, and automating efficient experimental design of workflow parameterizations [8].

V. RELATED WORK

Balancing the cost of computing has been an important area of investigation in fields such as IoT and power-aware
computing where limited resources make consideration of cost more important. In IoT for example, edge devices may screen for redundancies in information and transfer only selective or aggregate data. In power-aware scenarios, developers may choose to lower precision or underutilize cores in an effort to reduce power consumption.

Machine learning has motivated more recent work in exploiting cost-accuracy tradeoffs. For example, researchers have shown significant advantages when training neural networks by not unnecessarily retraining an algorithm over the same data [9]. Additional methods of machine learning and training optimizations—such as model pruning [10], hyperparameter selection [11], and using hierarchical, ensemble models [12]—also provide opportunities to explore these tradeoffs. The most common approach for reducing costs when training models is via reduction of training data, for example by applying selection criteria to obtain representative and diverse training data [13], [14]. Benchmarks have also been used to test and compare the cost and accuracy of ML models [15]. These methods have shown great promise for subsampling training data at each epoch, reducing computation time by an order of magnitude or more than brute force training.

Other works on the selection of compute resources [16] indicate the significant difference that intelligent selection of compute resources can make. Additionally, efficient black-box optimization of experiment parameters has been shown to significantly reduce the necessity of exhaustive experimentation regarding workflow configurations [8].

VI. CONCLUSIONS AND FUTURE WORK

We have conducted a preliminary investigation of the benefits of balancing the cost-accuracy tradeoff in applications. Specifically, we focused on time and accuracy by illustrating how the number of methods applied in an ensemble model, the amount of training data used for machine learning, and the length of training for machine learning models can impact the cost and accuracy of the model.

To seek for common approaches to solving tradeoff problems, we developed and analyzed two specific case studies to illustrate these cost-accuracy tradeoffs in the context of machine learning problems. The first case study demonstrated how variations in the quantity of data used to train a common computer vision model alter both the training time and the training accuracy. Additionally, we show in this example that manually altering training duration also directly effects model accuracy. These tradeoffs are then illustrated as they relate to overall model accuracy, such as would be used in standard training, as well as to the predictability of model accuracy with respect to training duration. The second case study illustrates a manifestation of the cost-accuracy tradeoff in a production machine learning workflow development cycle by altering the quantity of data exposed to the workflow during training and evaluation. This real-world example of these tradeoffs highlights the extreme complexity of tradeoff optimization due to the extreme nonlinearity observed between execution duration and data availability.

In our future work, the integration of established cost-aware computing approaches with exposure to the cost-accuracy tradeoffs in machine learning demonstrated in this paper will allow for full-cycle cost-aware machine learning workflow that will allow for automated profiling and optimization in production environments.
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