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Abstract. In this paper, we investigate the energy usage and emission efficiency of radiator and underfloor heating systems coupled with ON/OFF and PI controls, by performing annual simulations with the IDA ICE software package. Results from measurements carried out in early 2018 at the nZEB test facility near the Tallinn University of Technology are used to calibrate validated emitter and controller models. The calibrated models are then used to assess the energy performance of the systems in a simulation spanning the whole year, using climate data for Strasbourg in the European reference room. The annual simulation is conducted in a specific room with fixed geometry and boundary conditions. As a novelty value of the present study, we impose a non-standard control strategy based on maintaining a specified operative temperature within the room. A single-valued performance indicator, in the form of an increased air temperature set-point, is accordingly obtained for each emitter configuration to be used in further calculations of hourly, monthly or annual heating energy usage. Such a temperature increment accounts for imperfect control, air stratification within the room and the additional temperature increase that is required for achieving a desired operative temperature.

1 Introduction

Accurate measurements and predictions of energy consumption within a building are vital for sustainable and efficient energy management. Within a heating system, this assessment is crucial as heat makes up a large portion of energy consumption within a building, more so in the Nordic climate where the heating period spans a large part of the year [1, 2, 3]. While the behaviour of each individual element is generally well-known, as part of a system the combined effect of different factors can be challenging to quantify. This is also true for heating systems: while specific emitter or controller parameters may be known, when these are coupled with different levels of automation and control strategies the resulting response of the system can be hard to predict accurately [4, 5].

The performance assessment of emitter and controller combinations is investigated throughout this paper. The European standard EN 15316 [6] proposes an approach that tries to quantify the effect of different components of the system, e.g. the room air stratification due to the emitter system, the control accuracy of the system due to imperfect control, and the effect of the system on thermal comfort, which is expressed by the operative temperature [6, 7, 8, 9]. This quantification takes the form of additive set-point increments to the initial room air temperature set-point, to account for the additional energy needed to overcome the effects of these components.

This study aims to calculate such set-point increments based on experimental measurements carried out in the nZEB test facility at the Tallinn University of Technology. These measurement results are used to calibrate the facility model in IDA ICE [10]; the relevant parameters are then carried over to the European reference room model for annual simulations. From the energy consumption, the set-point increase is then calculated.

This control strategy is a novelty of this work, and does not conform to any existing standard procedure [6, 11]. Our study contributes to the agenda of the CEN TC 130 standardisation technical committee, aiming to determine the experimental input and model calibration data that are needed by product category specific dynamic simulations of heat emission parameters in the European reference room.

2 Methods

In this study, the annual heating energy usage of radiator and underfloor heating (UFH) systems is analysed.
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Specifically, the effects of thermal stratification, operative temperature difference from air temperature and control accuracy are under observation. Experimental measurements carried out at the nZEB test facility near the Tallinn University of Technology in March 2018 are used to calibrate the controller models within the IDA ICE software package. To assess the annual heating energy usage, such calibrated models are then used in a separate annual simulation within the proposed European reference room in ISO/DIS 52031, with Strasbourg’s IWEC-2 climate file [11].

We tested the following emitter systems:

- 11-type panel radiators with a size of 300 x 1200 mm with a nominal heat output of 307 W at design flow temperatures of 55/45 °C, placed under windows
- Wet installation underfloor heating (UFH) with pEX piping (20 x 2.0 mm, 300 mm intervals) at a depth of 40 mm in screed, nominal heat output of 55 W/m² at design flow temperatures of 34/29 °C. The UFH covers the whole floor, and no additional floor covers nor finishing exist on top of the screed.

These emitter types were coupled with ON/OFF- and PI-type controllers for heat output regulation.

A residential ventilation air flow rate of 0.7 l/(sm²) was used in all tests [12, 13], the rooms were served by a central air handling unit with a supply air temperature of 18 °C. The set-point for indoor air temperature was 21 °C in all tests.

Internal heat gains in the form of heating dummy assemblies consisting of a light bulb, fan and metal casing were placed into the test rooms to simulate a more dynamic heat load. The heating load is thus variable, depending on the outdoor conditions and the state of the dummies. This helps better quantify the control accuracy parameters between emitter systems with different thermal mass and control schemes.

A residential ventilation air flow rate of 0.7 l/(sm²) was used in all tests [12, 13], the rooms were served by a central air handling unit with a supply air temperature of

Over 40 different temperature sensors were installed within the two rooms. Two measurement stands with measurement points at heights 0.10, 0.60, 1.10, 1.70 and 2.90m were placed into each room for vertical temperature distribution measurements, one in the centre of the room and one at 0.6m from an external window. All internal and external surfaces were also equipped with a temperature sensor for mean radiant temperature and operative temperature calculations. For a more detailed description of the facility, see [14].
Vertical temperature gradients within the enclosure are calculated from measured air temperatures, 
\[ G = \frac{t_2 - t_1}{h} \]  
where \( t_2 \) and \( t_1 \) are the air temperatures at 0.10 m from the ceiling and floor, respectively, and \( h \) is the distance between the two measurement points.

The operative temperature is calculated according to ISO 7726:1998 [15] as the average of surrounding air temperature \( t_{\text{air}} \) and mean radiant temperature \( t_{\text{mrt}} \) at the point of occupancy, 
\[ t_{\text{op}} = \frac{t_{\text{air}} + t_{\text{mrt}}}{2} \]  

The mean radiant temperature is calculated from enclosing surface temperatures, 
\[ t_{\text{mrt}} = \frac{1}{N} \sum_{n=1}^{N} T_n F_{P-n} \]  
where \( T_n \) is the \( n \)-th surface temperature and \( F_{P-n} \) is the view factor from the \( n \)-th surface to the point of occupancy. Throughout this paper, the occupant is assumed to be seated in the middle of the room at a height of 0.60 m.

Each emitter and controller combination were measured for 2-5 consecutive days. On-site weather station data including the outdoor air temperature, relative humidity, solar irradiance, wind direction and intensity were used to create a local weather file. For a detailed analysis of the measurement results, see [16].

Measured weather data, along with the measured vertical temperature gradient, were used as input for the IDA ICE calibration simulation. The building model used to simulate the measurement room within IDA ICE is a detailed representation of the nZEB test facility, including both enclosure specification and systems data within the facility. Within this model, a parameter optimisation with GenOpt’s Generalized Pattern Search Particle Swarm Optimization with Constriction Coefficient Hooke-Jeeves (GPSPSOCCHJ) algorithm is run [17]. This algorithm combines a stochastic population-based algorithm with a direct search algorithm to decrease the likelihood of becoming trapped near local minima.

The sum of root mean square errors (RMSE) between the measured and simulated air and emitter surface temperatures (front panel surface for radiator, floor temperature for underfloor heating) is used as the objective function, 
\[ f(x) = \sqrt{\frac{\sum_{n=1}^{N} (\hat{t}_{\text{air}}^n - t_{\text{air}}^n)^2}{N}} + \sqrt{\frac{\sum_{n=1}^{N} (\hat{t}_{\text{surf}}^n - t_{\text{surf}}^n)^2}{N}} \]  
where \( \hat{t}_{\text{air}}^n \) and \( t_{\text{air}}^n \) are the simulated and measured air temperatures, \( \hat{t}_{\text{surf}}^n \) and \( t_{\text{surf}}^n \) are the simulated and measured surface temperatures and \( N \) is the number of measurement observations. This function is then minimized via GenOpt with parameter optimization.

The varied parameters can be separated into two categories:

- measurement parameters
  - setpoint temperature variation \( \Delta t_{\text{sp}} \)
  - measured surf. temperature variation \( \Delta t_{\text{surf}} \)
  - internal gain radiation fraction \( RF \)
- controller parameters
  - deadband width \( DBW \) (ON/OFF)
  - gain \( K \) and integration time \( T_i \) (PI).

The need for temperature variations arises from possible differences in measured temperatures due to spatial variation within the room and sensor inaccuracy. In the simulations within the room, the air and surfaces temperatures are in fact assumed to be uniformly distributed; including the above variations is therefore mandatory to guarantee an accurate calibration of the model. \( RF \) variation in particular is needed to match the temporal delay between the internal gains switching on and off and the indoor air temperature response.

The gain and integration time for the PI-controller are validated for the following representation of the control variable [18]: 
\[ u(t) = Ke(t) + \frac{K}{T_i} \int_{t_0}^{t} e(\tau) d\tau \]  

After optimization, the same emitter and calibrated controller models are transferred to two different IDA ICE European reference room models representing new and old building types (see Table 1 and Fig. 5 for the specifications). This reference room has two external walls and one external windows, the rest of the enclosure is considered adiabatic. The internal gains represent the heat emitted from occupants, equipment and lighting and are applied within the model with a usage schedule according to EN 16798-1.

<table>
<thead>
<tr>
<th>Building type</th>
<th>New building</th>
<th>Old building</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions ( x/y/z ) m</td>
<td>4x4x3</td>
<td></td>
</tr>
<tr>
<td>Windows area ( m^2 )</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Ext. wall U-value ( W/(m^2,\text{K}) )</td>
<td>0.25</td>
<td>0.90</td>
</tr>
<tr>
<td>Window U-value ( W/(m^2,\text{K}) )</td>
<td>1.08</td>
<td>2.34</td>
</tr>
<tr>
<td>Frame U-value ( W/(m^2,\text{K}) )</td>
<td>1.20</td>
<td>2.00</td>
</tr>
<tr>
<td>Window frame fraction %</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Window g-value</td>
<td>0.64</td>
<td>0.76</td>
</tr>
<tr>
<td>Air exchange rate ( h^+ )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Supply air temperature °C</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Heat recovery efficiency</td>
<td>0.8, ( t_{\text{eh}}&gt;0 ) °C</td>
<td>-</td>
</tr>
<tr>
<td>Internal gains ( W/m^2,\text{floor} )</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>Supply/return temp. for rad. °C</td>
<td>55/45</td>
<td>70/55</td>
</tr>
<tr>
<td>Supply/return temp. for UFH °C</td>
<td>35/28</td>
<td>40/30</td>
</tr>
<tr>
<td>Control</td>
<td>( t_{\text{op}}=20 ) °C middle of room at ( h=0.60 ) m</td>
<td></td>
</tr>
<tr>
<td>Gradient K/m</td>
<td>Measured value</td>
<td></td>
</tr>
</tbody>
</table>
temperature variation due to space automation of the system. This increased set-point considers the effect of different system components, which may increase energy usage within a system. However, determination of each single component’s effect is complicated, as these effects occur simultaneously and it is not possible to measure them individually. Moreover, even if we could measure or calculate each component’s value separately, the combined effect would likely not be equal to their sum, as they are not fully independent from each other. For this reason, only a single set-point increment $\Delta \theta$ is calculated based on the annual simulations, and the formula takes the following form:

$$\theta_{int,inc} = \theta_{int,ini} + \Delta \theta.$$  

(7)

Fig. 5. European reference room geometry with two external walls and adiabatic floor/ceiling.

Annual simulations are run in this model, using the geographical location of Strasbourg along with its corresponding IWEC-2 climate file. The applied vertical gradients within the model are the same as measured in the test facility, 0.13 and 0.04 K/m for the radiator and UFH systems respectively. Initially, an air temperature set-point of 20 °C is applied within the system. However, the reference room specification requires a reference operative temperature to be maintained inside the room. Consequently, we search for the lowest air temperature set-point that maintains at least a 20°C operative temperature. Requiring this condition to be met 100% of the time would be impractical, often resulting in over-dimensioning the systems. Instead, we allow the temperature to deviate under the threshold for up to 3% of the duration of the heating period (60 and 141 h for the new and old building respectively) as specified by EN 16798-2.

Fig. 6. Allowed deviation of the operative temperature.

The annual heating energy usage at the required set-point is then compared to the annual heating energy usage of an ideal point heat source, which exhibits no stratification or embedded losses (Fig. 7–Fig. 8). Notice the non-linearity in the case of new building – solar and internal gains have a larger impact on the heating load. From this comparison, to quantify the performance of a certain emitter and controller setup we can compute a set-point difference. This is similar to the calculation process used in EN 15316-2, where the annual heating energy usage is calculated with an increased temperature [6],

$$\theta_{int,inc} = \theta_{int,ini} + \Delta \theta_{int,inc}$$

$$\Delta \theta_{int,inc} = \Delta \theta_{str} + \Delta \theta_{ctr} + \Delta \theta_{rad} + \Delta \theta_{hydr} + \Delta \theta_{aut},$$  

(6)

where $\Delta \theta_{str}$ is the spatial temperature variation due to stratification, $\Delta \theta_{ctr}$ is the control variation, $\Delta \theta_{rad}$ is the temperature variation due to radiation, $\Delta \theta_{hydr}$ that due to unbalanced hydronic networks and $\Delta \theta_{aut}$ is the

Fig. 7. Ideal point heat source annual energy usage at different air temperature set-points in new building.

Fig. 8. Ideal point heat source annual energy usage at different air temperature set-points in old building.

Notice that both the energy used to heat up the ventilation supply air and the room are considered for the new building, as they both serve to heat the room under heating load. There also exists a direct link between extract air temperature and AHU heating coil energy usage – higher extract air temperature leads to lower energy usage in the AHU heating coil and vice versa, due to heat recovery. Thus they need to be considered as a sum for an accurate comparison.

The complete workflow of the study is presented in Fig. 9.
3 Results

Parameter optimization results are shown in Table 2 along with an example of the RMSEs on a minimized solution in Fig. 10. The RMSEs are lower for the UFH, 0.92 and 0.72 °C for ON/OFF and PI control respectively. For radiators, the values are considerably higher, 2.40 and 1.96 °C respectively, with most of the error rising from the difference in simulated and measured surface temperatures. This is somewhat expected, as the surface temperature changes faster as it has relatively less thermal mass. Accordingly, the amplitude of the variation is also greater and the absolute error is higher. The RMSE of air temperature is considerably lower for PI control. This is also in line with what one would expect, as the amplitude of temperature variation is lower, i.e. the temperature is closer to the set-point. From Fig. 10 it can be observed that for the UFH with ON/OFF control, the air temperature is generally in sync, with occasional mismatches between the measured and simulated scenarios. The values generally quickly converged after diverging, though. Differences in surface temperature are mostly due to temporal offset: there is a time offset between the ON/OFF-action of the controller between the two cases even in the optimized scenario. The controller switching can be clearly distinguished in both the measured and simulated scenarios.

Annual simulation results are presented in Fig. 11-Fig. 15. In Fig. 11, it can be seen that the ON/OFF control requires a higher air temperature set-point to maintain the required operative temperature level, reaching a +0.71 °C higher set-point than the PI control. This is an expected result, as temperatures dip under the set-point due to the dead zone between the ON/OFF switching of the controller. This dip is further amplified for the UFH, where the thermal mass of the system delays the heat emission into the room since the layers between the floor surface and piping are heated up first. In Fig. 12 we show the number of hours when $t_{op}$ is under 20 °C. These are of course all under the threshold, as the air temperature was increased until this very criterion was satisfied.
building, the differences in absolute values are considerably smaller, with a maximum difference of 2.1 kWh/m² in the annual heating energy use, or 12%. Only the UFH with PI control shows any considerable difference in energy usage in the new building. Prevalence of UFH in these figures is not accidental when considering how thermal comfort is assessed with the operative temperature – the mean radiant temperature component in the formula benefits from the warm and large floor surface. Furthermore, the warm floor increases the temperature of the other enclosing surfaces as well via radiation, further amplifying the effect. Size is the key here - radiators have a lot higher surface temperatures, but their size is the limiting factor as the view factor to the occupant is not great enough to have enough of an impact on the operative temperature.

In Fig. 15, we illustrate the resulting set-point increase in air temperature to maintain the required operative temperature level inside the room. This increment represents the temperature difference that is needed to overcome additional heating energy use due to imperfect control, stratification of the indoor air and the additional air temperature increase that is required to reach the required operative temperature within the room. Such a temperature increment is meant to be used in monthly, yearly and hourly calculations of heat energy usage with the specified system. As this is calculated from the energy usage in Fig. 13 and Fig. 14 according to Fig. 7 and Fig. 8, the qualitative order of the system performance does not change. We observe a maximum difference of 0.63 °C in the set-point increase between the UFH system with PI control and a radiator with ON/OFF.

Overall, it was shown that going from experimental measurements to an annual simulation with calibrated models can provide valuable emitter performance data in form of a single-valued parameter to describe its predicted performance. This value can in turn be used in general calculations of annual heating energy use with the specified emitter configuration.

### Table 2. Parameter optimization results.

<table>
<thead>
<tr>
<th>Emitter type</th>
<th>Room-side parameters</th>
<th>Controller parameters</th>
<th>RMSE °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta t_0$ °C</td>
<td>$\Delta t_{surf}$ °C</td>
<td>RF</td>
</tr>
<tr>
<td>Radiator ON/OFF</td>
<td>+0.05</td>
<td>-2.50</td>
<td>0.92</td>
</tr>
<tr>
<td>UFH ON/OFF</td>
<td>+0.32</td>
<td>+0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>Radiator PI</td>
<td>+0.02</td>
<td>-1.25</td>
<td>0.84</td>
</tr>
<tr>
<td>UFH PI</td>
<td>+0.02</td>
<td>+0.35</td>
<td>0.79</td>
</tr>
</tbody>
</table>

**Fig. 11.** Required air temperature set-points in annual simulation to achieve $t_\text{op}>20$ °C within the allowed deviation.

**Fig. 12.** Operative temperature deviation under the set-point in the annual simulation results.

In Fig. 13-Fig. 14, the annual heating energy consumption is displayed. For the old building, this is just the energy used by the emitter itself, while for the new building type this is the sum of the energy used within the AHU heating coil and by the emitter. In the old building, the PI control and UFH systems use less heating energy than the ON/OFF control and radiator systems. The difference in energy use can be as high as 9 kWh/m² or 6% between the considered configurations. In the new building, the differences in absolute values are considerably smaller, with a maximum difference of 2.1 kWh/m² in the annual heating energy use, or 12%. Only the UFH with PI control shows any considerable difference in energy usage in the new building. Prevalence of UFH in these figures is not accidental when considering how thermal comfort is assessed with the operative temperature – the mean radiant temperature component in the formula benefits from the warm and large floor surface. Furthermore, the warm floor increases the temperature of the other enclosing surfaces as well via radiation, further amplifying the effect. Size is the key here - radiators have a lot higher surface temperatures, but their size is the limiting factor as the view factor to the occupant is not great enough to have enough of an impact on the operative temperature.

In Fig. 15, we illustrate the resulting set-point increase in air temperature to maintain the required operative temperature level inside the room. This increment represents the temperature difference that is needed to overcome additional heating energy use due to imperfect control, stratification of the indoor air and the additional air temperature increase that is required to reach the required operative temperature within the room. Such a temperature increment is meant to be used in monthly, yearly and hourly calculations of heat energy usage with the specified system. As this is calculated from the energy usage in Fig. 13 and Fig. 14 according to Fig. 7 and Fig. 8, the qualitative order of the system performance does not change. We observe a maximum difference of 0.63 °C in the set-point increase between the UFH system with PI control and a radiator with ON/OFF.

Overall, it was shown that going from experimental measurements to an annual simulation with calibrated models can provide valuable emitter performance data in form of a single-valued parameter to describe its predicted performance. This value can in turn be used in general calculations of annual heating energy use with the specified emitter configuration.
these simulations, a singular set-point increase was calculated to quantify the performance of the specific emitter setup, with a novel procedure that is not present in actual standards.

UHF systems outperformed the radiators, largely due to the control strategy, which was to maintain a specified operative temperature within the room. The larger warm surface of the floor proved to be more beneficial for establishing thermal comfort within the room than a smaller radiator surface with a higher temperature. Also, the UHF with PI control performed exceptionally well, while the differences between the rest of the configurations were on a smaller scale.
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