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Abstract—This paper presents a fully distributed approach for tracking state vector sequences over sensor networks in presence of unknown actuations. The problem arises in large-scale systems where modeling the full dynamics becomes impractical. In this work, the network only considers a subsection of the overall system which it can detect while accounting other inputs as unknown actuations. First a centralized technique that can consolidate all the available observation information is introduced. Then, operations of this optimal centralized solution are decomposed in a manner to allow their implementation in a distributed fashion while allowing each agent to retain an estimate of both the state vector and unknown actuations. The filter is derived in both diffusion and consensus formulations. The diffusion formulation is intended as a cost-effective solution, while the consensus formulation trades implementation complexity for accuracy.

Index Terms—Kalman filtering, sensor networks, estimation, observers for linear systems.

I. INTRODUCTION

INTELLIGENT multi-agent networks form an essential part of most modern surveillance and control systems [1]–[16]. This has made development of distributed filtering and optimization techniques an attractive topic among the signal processing, control, and machine learning communities [8,12]. The fundamental problem in this setting becomes that of tracking the state of a given dynamic system through observations made over a network of sensors [17]–[23]. Although initial works on distributed Kalman filtering date back to the late 1970s with the seminal works in [24]–[26], truly distributed Kalman filtering solutions started to appear with the introduction of consensus [27]–[29] and diffusion [30] frameworks for practical information fusion over networks. In essence, consensus (cf. diffusion) based distributed Kalman filtering approaches use local Kalman filters to obtain an intermediate estimate of the state vector based on local observations, which are subsequently fed to consensus (cf. diffusion) filters to arrive at a final state vector estimate [20,21,31]–[34].

The proliferation of affordable sensor equipment that can facilitate communication and networking solutions has resulted in sensor networks becoming a viable solution for monitoring systems with an ever increasing degree of complexity. In some cases, the complexity of these systems is such that accurate derivation of the system model based on locally available information would be impractical. Moreover, the local observer might be only interested in tracking a subset of the state vector. One such example is the modern power grid that in some cases spans more than one country and/or regulatory jurisdiction. Modeling such a complex system would be impractical if not impossible. However, the power grid is often divided into more manageable sections, e.g., micro-grids. In this setting, the sensor network is mainly concerned with monitoring the micro-grid. Although the wide-area grid affects the micro-grid in question, partial information regarding the wide-area power grid will only be available to boundary agents.

Although a number of distributed Kalman filtering approaches for high-dimensional system have been presented [7,35,36], these works either assume a fully connected network or assume a sparse structure for the state transition matrix and rely on elaborate distributed processing techniques, resulting in computationally demanding algorithms. On the other hand, the problem of filtering in presence of unknown inputs has been studied extensively [37]–[41]. However, these techniques are derived from a single agent perspective and are not suitable for decentralized implementation. Therefore, a truly distributed algorithm remains elusive.

This work considers the problem of tracking a state vector sequence in presence of unknown actuations through observations made over a sensor network. To this end, a centralized optimal filter that can incorporate the observations from all sensors in the network is formulated. Then, operations of the formulated centralized filter are decomposed and distributed among agents of the network in a fashion that will facilitate their distributed implementation. The proposed filter is formulated in both diffusion and consensus formats. Although both formulations allow each agent to retain an estimate of the state vector and the unknown actuations, the diffusion formulation is cost-effective as it does not impose computational demands much higher than that of the single agent filter, while the consensus formulation exchanges complexity for accuracy.

Mathematical Notations: Scalars, column vectors, and matrices are denoted by lowercase, bold lowercase, and bold uppercase letters. The state vector at time instant \( n \) is denoted by \( x_n \), while \( I \) represents the identity matrix with the same number of rows as the state vector. The Kronecker product is denoted by \( \otimes \). The transpose operator is denoted by \((\cdot)^T\) with \( \mathbb{E}\{\cdot\} \) denoting the statistical expectation operator.

II. PROBLEM FORMULATION

A. The Network & System Models

Akin to previous approaches [6,19]–[21,23,33], the multi-agent network is modeled as an undirected connected graph...
\[ \mathcal{G} = \{ \mathcal{N}, \mathcal{E} \} \], where the node set \( \mathcal{N} \) denotes the agents of the network and the edge set \( \mathcal{E} \) represents bidirectional communication links between the agents. The neighborhood of node \( l \) is defined as the set of nodes that can communicate with it, which includes self-communication. The neighborhood of node \( l \) is represented by the set \( \mathcal{N}_l \) whose cardinality is denoted as \(|\mathcal{N}_l|\) with \(|\mathcal{N}|\) representing the total number of nodes in the network.

The aim is to track a state vector sequence through observations made via a network of agents (sensors). The state vector and observations are related through the state-space model where, at time instant \( n \), the vectors \( z_n \) and \( \nu_n \) denote the unknown inputs to the dynamic system and state evolution noise, while \( \mathbf{A} \) and \( \mathbf{B} \) denote the state transition matrix and a matrix of appropriate dimensions representing the effect of the unknown inputs on the system, whereas \( \mathbf{H}_l \) denotes the observation matrix at node \( l \), with \( y_{l,n} \) and \( \omega_{l,n} \) denoting the observation and observation noise at node \( l \) at time instant \( n \). The observation and state evolution noises are white Gaussian random sequences with the joint covariance matrix

\[
\begin{bmatrix}
\nu_n \\
\omega_{l,n}
\end{bmatrix}
\sim \mathcal{N}_0 \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \Sigma_\nu & 0 \\ 0 & \Sigma_\omega \delta_{l,k} \end{bmatrix} \right)
\]

where \( \delta_{l,k} \) is the Kronecker delta function.

**B. Centralized Solution**

In order to formulate a solution, observations across the network are organized into a column vector as

\[
y_{\text{col},n} = \begin{bmatrix} y_{1,n}^T, \ldots, y_{|N|,n}^T \end{bmatrix}^T.
\]

Now, considering the expression in (1b) the network-wide observations can be modeled as

\[
y_{\text{col},n} = \mathbf{H}_{\text{col}} \mathbf{x}_n + \omega_{\text{col}}
\]

with \( \omega_{\text{col},n} = \begin{bmatrix} \omega_{1,n}^T, \ldots, \omega_{|N|,n}^T \end{bmatrix}^T \) and

\[
\mathbf{H}_{\text{col}} = \begin{bmatrix} H_1^T, \ldots, H_{|N|}^T \end{bmatrix}^T.
\]

The problem at hand can now be solved in a classical setting using a robust two-stage Kalman filter [40]. The operations of such a two-stage Kalman filter are summarized in Algorithm 1, where \( \tilde{x}_n \) and \( \mathbf{P}_n \) denote the estimates of \( \mathbf{x}_n \) and \( \mathbf{P}_n \), with \( \Sigma_{\omega_{\text{col}}} = \mathbb{E} \{ \omega_{\text{col},n} \omega_{\text{col},n}^T \} \). This assumes that the network-wide system, that is, the state transition equation in (1a) and observation equation in (3), meets the required convergence and stability criteria of conventional Kalman filtering in presence of unknown inputs, e.g., [40,41].

**Algorithm 1. Centralized Solution**

**Initialize with:**

\[
\begin{align*}
\mathbf{x}_0 &= \mathbb{E} \{ \mathbf{x}_0 \} \\
\mathbf{P}_0 &= \mathbb{E} \{ (\mathbf{x}_0 - \mathbf{x}_0) (\mathbf{x}_0 - \mathbf{x}_0)^T \}
\end{align*}
\]

**Model update:**

\[
\begin{align*}
\mathbf{z}_n &= \mathbb{E} \{ y_{\text{col},n} \} \\
\Psi_n &= \mathbb{E} \{ (y_{\text{col},n} - \mathbf{H}_{\text{col}} \mathbf{x}_n) (y_{\text{col},n} - \mathbf{H}_{\text{col}} \mathbf{x}_n)^T \} \\
\mathbf{P}_{n|n-1} &= \mathbf{P}_n + \Psi_n \\
\mathbf{H}_{\text{col}} &= \begin{bmatrix} \mathbf{H}_{\text{col}} \\
\end{bmatrix}
\]

**Measurement update:**

\[
\begin{align*}
\hat{\mathbf{x}}_n &= \mathbf{x}_n - \mathbf{P}_{n|n-1} \mathbf{H}_{\text{col}}^T (\mathbf{H}_{\text{col}} \mathbf{P}_{n|n-1} \mathbf{H}_{\text{col}}^T + \Psi_n)^{-1} \mathbf{z}_n \\
\mathbf{P}_n &= \mathbf{P}_{n|n-1} - \mathbf{P}_{n|n-1} \mathbf{H}_{\text{col}}^T (\mathbf{H}_{\text{col}} \mathbf{P}_{n|n-1} \mathbf{H}_{\text{col}}^T + \Psi_n)^{-1} \mathbf{P}_{n|n-1} \mathbf{H}_{\text{col}}
\end{align*}
\]

**C. Motivation for Distributed Solution**

The centralized solution in Algorithm 1 requires all observations, observation matrices, and observation noise statistics, to be communicated to its central processing unit. This generates a great deal of communication traffic and leaves this approach vulnerable to link failures. Moreover, the centralized approach is also vulnerable to the failure of its processing unit and requires the inversion of large matrices, a computationally heavy operation which is best avoided. Hence, a distributed solution is desired.

**III. THE PROPOSED DISTRIBUTED SOLUTION**

From the expression in (6c) and using the Woodbury matrix inversion lemma, we have

\[
\mathbf{T}_{n}^{-1} = \Sigma_{\omega_{\text{col}}}^{-1} - \Sigma_{\omega_{\text{col}}}^{-1} \mathbf{H}_{\text{col}} \Psi_n \mathbf{H}_{\text{col}}^T \Sigma_{\omega_{\text{col}}}^{-1}
\]

where

\[
\Psi_n = \Phi_{n|n-1}^{-1} + \mathbf{Q} \quad \text{and} \quad \mathbf{Q} = \mathbf{H}_{\text{col}}^T \Sigma_{\omega_{\text{col}}} \mathbf{H}_{\text{col}}.
\]

In turn, using expression in (9), we have

\[
\Pi_n = \mathbf{H}_{\text{col}}^T \mathbf{T}_{n}^{-1} \mathbf{H}_{\text{col}} = \mathbf{Q} - \mathbf{Q} \left( \Phi_{n|n-1}^{-1} + \mathbf{Q} \right)^{-1} \mathbf{Q}
\]

Now, replacing (9) and (11) into (7c) gives

\[
\mathbf{S}_n = \mathbf{B}^T \Pi_n \mathbf{B} = \mathbf{B}^T \mathbf{Q} \Psi_n^{-1} \mathbf{B}.\]

Upon substituting (9) into (7d), we have

\[
\hat{\mathbf{z}}_n = \mathbf{S}_n^{-1} \mathbf{B}^T \xi_n - \mathbf{S}_n^{-1} \mathbf{B}^T \mathbf{Q} \Psi_n^{-1} \xi_n
\]

\[1\] The state-space model is considered to be linear and time invariant with stationary noise sequences for simplicity in presentation. However, the obtained results can be readily generalized.

\[2\] Derivation of the centralized solution given in Algorithm 1 and discussions on its optimality closely follow that of the framework presented in [37,40] and have, therefore, been omitted.
where
\[ \xi_n = H_{col}^T \Sigma_{\omega_{col}}^{-1} \left( y_{col,n} - H_{col} \phi_{n\mid n-1} \right). \] (14)

In addition, from (2) it follows that \( \Sigma_{\omega_{col}} \) is a block-diagonal matrix so that
\[ \Sigma_{\omega_{col}} = \text{block-diag}\{ \Sigma_{\omega_l} : \forall l \in \mathcal{N} \}. \] (15)

After some mathematical manipulation and replacing (15) into (14), the expression in (13) can be expressed as the summation
\[ \hat{z}_n = S_n^T H_l^T \Sigma_{\omega_l}^{-1} \left( y_l,n - H_l \phi_{l\mid n-1} \right) \] (16)

with
\[ \xi_{l,n} = H_l^T \Sigma_{\omega_l}^{-1} \left( y_l,n - H_l \phi_{l\mid n-1} \right) \] (17)
\[ = H_l^T \Sigma_{\omega_l}^{-1} y_l,n - H_l^T \Sigma_{\omega_l}^{-1} H_l \phi_{l\mid n-1}. \]

Alternatively, from (17) and (16) it follows that
\[ \hat{z}_n = S_n^{-1} H_l^T \Sigma_{\omega_l}^{-1} \left( y_l,n - H_l \phi_{l\mid n-1} \right) \] (18)
\[ = S_n^{-1} H_l^T \Sigma_{\omega_l}^{-1} \left( y_l,n - H_l \phi_{l\mid n-1} \right) Q \phi_{l\mid n-1}. \]

In a similar fashion, replacing (9) and (11) into (7a) gives
\[ \phi_{n\mid n} = \phi_{n\mid n-1} + \sum_{l \in \mathcal{N}} \Phi_{n\mid n-1} H_l^T \Sigma_{\omega_l} \left( y_l,n - H_l \phi_{l\mid n-1} \right) \] (19)
\[ - \sum_{l \in \mathcal{N}} \Phi_{n\mid n-1} Q \Sigma_{\omega_l}^{-1} y_l,n - H_l \phi_{l\mid n-1} \]
\[ = \phi_{n\mid n-1} + \Phi_{n\mid n-1} \left( I - Q \Sigma_{\omega_l}^{-1} \right) \sum_{l \in \mathcal{N}} \xi_{l,n}. \]

From (17) and (19), \( \phi_{n\mid n} \) can alternatively be formulated as
\[ \phi_{n\mid n} = \phi_{n\mid n-1} + \Phi_{n\mid n-1} \left( I - Q \Sigma_{\omega_l}^{-1} \right) \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} y_l,n \] (20)
\[ - \Phi_{n\mid n-1} \left( I - Q \Sigma_{\omega_l}^{-1} \right) Q \phi_{l\mid n-1}. \]

### A. Diffusion Formulation

From replacing (15) and (4) into (10) we have
\[ Q = \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} H_l. \] (21)

Thus, similar to approaches in [6,19,33], assuming node \( l \in \mathcal{N} \) receives \( \{ H_l^T \Sigma_{\omega_l} H_k, H_l^T \Sigma_{\omega_l} y_{k,n} : \forall k \in \mathcal{N}_l \} \) from its neighbors, the expressions in (9)-(20) allow node \( l \) to run a local filtering operation. This leaves each agent with a local estimate of the state vector, which can be combined in a diffusion setting to improve their accuracy. Operations of such a filter are summarized in Algorithm 2, where \( \hat{x}_{l,n} \) and \( \hat{z}_{l,n} \) are the estimate of \( x_l \) and \( z_l \) at node \( l \), while \( \alpha_{l,k} \geq 0 \) are real-valued diffusion coefficients selected so that
\[ \forall l \in \mathcal{N} : \sum_{k \in \mathcal{N}_l} \alpha_{l,k} = 1. \] (22)

### B. Consensus Formulation

Considering decomposition of the operations of Algorithm 1 in (9)-(20) and recognizing that \( Q \) and \( \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} y_{l,n} \) are network summations of local quantities, the centralized solution (Algorithm 1) can be replicated at each agent using approximations of these summation. To this end, (21) yields
\[ Q = \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} H_l = \frac{1}{|\mathcal{N}|} \sum_{l \in \mathcal{N}} |\mathcal{N}| H_l^T \Sigma_{\omega_l}^{-1} H_l. \] (27)

In a similar manner we have
\[ \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} y_{l,n} = \frac{1}{|\mathcal{N}|} \sum_{l \in \mathcal{N}} |\mathcal{N}| H_l^T \Sigma_{\omega_l}^{-1} y_{l,n}. \] (28)

Thus, \( Q \) and \( \sum_{l \in \mathcal{N}} H_l^T \Sigma_{\omega_l}^{-1} y_{l,n} \) can be estimated in a distributed fashion via the average consensus filter \( \text{ACF} \)
\[ F_{i,(n)} = F_{i,(n-1)} + \sum_{v \in \mathcal{N}_i} w_{i,v} (F_{v,(n-1)} - F_{i,(n-1)}) \] (29)

For more information on consensus filters see [27]-[29].

### Algorithm 2. Diffusion-Based Distributed Solution

For node \( l \in \mathcal{N} \):

**Initialize with:**
\[ \hat{x}_{l,0} = \mathbb{E} \{ x_0 \} \]
\[ P_{l,0} = \mathbb{E} \left\{ (x_0 - \hat{x}_{l,0}) (x_0 - \hat{x}_{l,0})^T \right\} \] (23)

**Model update:**
\[ \phi_{l,n\mid n-1} = A \hat{x}_{l,n-1} \] (24a)
\[ \Phi_{l,n\mid n-1} = A P_{l,n\mid n-1} A^T + \Sigma_\nu \] (24b)
\[ Q_l = \sum_{k \in \mathcal{N}_l} H_l^T \Sigma_{\omega_k} H_k \] (24c)
\[ \Psi_{l,n} = \Phi_{l,n\mid n-1}^{-1} + Q_l \] (24d)

**Measurement update:**
\[ \phi_{l,n\mid n} = \phi_{l,n\mid n-1} + \Phi_{l,n\mid n-1} \left( I - Q_l \Psi_{l,n}^{-1} \right) \sum_{k \in \mathcal{N}_l} H_l^T \Sigma_{\omega_k} y_{k,n} \] (25a)
\[ - \Phi_{l,n\mid n-1} \left( I - Q_l \Psi_{l,n}^{-1} \right) Q_l \phi_{l,n\mid n-1} \] (25b)
\[ \Pi_{l,n} = Q_l - Q_l \left( \Phi_{l,n\mid n-1}^{-1} + Q_l \right) \] (25c)
\[ S_{l,n} = B^T \Pi_{l,n} B \] (25d)
\[ \hat{z}_{l,n} = S_{l,n}^T B^T \left( I - Q_l \Psi_{l,n}^{-1} \right) \sum_{k \in \mathcal{N}_l} H_k^T \Sigma_{\omega_k} y_{k,n} \] (25e)
\[ - S_{l,n}^T B^T \left( I - Q_l \Psi_{l,n}^{-1} \right) Q_l \phi_{l,n\mid n-1} \]

**Combined update:**
\[ G_{l,n} = \left( I - \Phi_{l,n\mid n-1} \Pi_{l,n} \right) B \] (26a)
\[ \hat{x}_{l,n} = \sum_{k \in \mathcal{N}_l} \alpha_{l,k} \left( \phi_{k,n\mid n} + G_{k,n} \hat{z}_{k,n} \right) \] (26b)
\[ P_{l,n} = \Phi_{l,n\mid n} + G_{l,n} S_{l,n} G_{l,n}^T \] (26c)
where \( F_{i,(\eta)} \) denotes the output of the iterative consensus filter at node \( i \) after \( \eta \) iterations, while \( w_{i,j} \) denotes a positive real-valued weight. For analysis purposes, the ACF in (29) is formulated from a network-wide perspective as

\[
F_{(\eta)} = (\mathcal{W} \otimes \mathcal{I}) F_{(\eta-1)} = (\mathcal{W}^T \otimes \mathcal{I}) F_{(0)}
\]

where \( \mathcal{I} \) is an identity matrix of appropriate size, whereas \( F_{(\eta)} = [F_{1,(\eta)}, F_{2,(\eta)}, \ldots, F_{|\mathcal{N}|,(\eta)}]^T \) and the element on the \( i^{th} \) row and \( j^{th} \) column of \( \mathcal{W} \) are

\[
\mathcal{W}_{i,j} = \begin{cases} 
1 + w_{i,j} - \sum_{l \in \mathcal{N}_j} w_{i,l} & \text{if } i = j, \\
r_{i,j} & \text{if } i \in \mathcal{N}_j \setminus j, \\
0 & \text{otherwise}.
\end{cases}
\]

**Remark 1.** If the weights \( w_{i,j} \) are selected to meet conditions in [27] and make \( \mathcal{W} \) doubly stochastic; then, from [27], it follows that \( F_{i,(\eta)} \to \frac{1}{|\mathcal{N}|} \sum_{j \in \mathcal{N}} F_{j,(0)} \) as \( \eta \to \infty \). From the expression in (27) and Remark 1, it follows that each agent can reach an estimate of \( \mathbf{Q} \) using \( \{\mathcal{W}[H_i^T \Sigma_{i}^{-1} H_i : \forall l \in \mathcal{N}] \} \) as inputs of the ACF in (29). In addition, from (28), the summation \( \sum_{l \in \mathcal{N}} H_i^T \Sigma_{i}^{-1} \mathbf{y}_{l,n} \) can be approximated using \( \{\mathcal{W}[H_i^T \Sigma_{i}^{-1} \mathbf{y}_{l,n} : \forall l \in \mathcal{N}] \} \) as inputs of the ACF in (29). Therefore, each agent can replicate the operations of Algorithm 1 in a distributed manner. In practice, however, the ACF can only undergo a finite number of iterations at each time instant. This leaves each agent with an estimate of the state vector (cf. covariance information) that differs from that of its neighbors. Motivated by the desire to force an agreement among the agents, additional ACFs are employed to force a consensus among the agents regarding the state vector estimates (cf. covariance information). The operations of such a consensus-based distributed solution are summarized in Algorithm 3, where for the sake of simplicity in presentation, the operation of the ACF at node \( i \) after \( \eta \) iterations is represented via the schematic

\[
F_{i,(\eta)} \leftarrow \{\text{ACF}\} \{F_{j,(\eta)} : \forall j \in \mathcal{N}\}
\]

where \( \{F_{j,(\eta)} : \forall j \in \mathcal{N}\} \) is the network-wide inputs to the ACF and \( F_{i,(\eta)} \) is the output at node \( i \) after \( \eta \) iterations.

### C. Convergence and Stability

Without loss of generality, we focus on the introduced diffusion-based filter. After some tedious mathematical manipulations, from Algorithm 2, we have

\[
\phi_{i,n} = G_{i,n} \mathbf{z}_{i,n} = (I - L_{i,n} Q_i) A \mathbf{x}_{i,n-1} + L_{i,n} \sum_{k \in \mathcal{N}_i} H_{i}^T \Sigma_{\omega_k} \mathbf{y}_{k,n},
\]

where \( L_{i,n} = \left( \phi_{i,n-1} + G_{i,n} S_{i,n}^{-1} B^T \right) \). Given (24c), upon substituting (1) into the left hand side of (35), we have

\[
\text{LHS}(35) = (I - L_{i,n} Q_i) A \mathbf{x}_{i,n-1} + L_{i,n} Q_i A \mathbf{x}_{i,n-1} + L_{i,n} Q_i B \mathbf{z}_{n-1} + L_{i,n} Q_i \nu_{n-1} + L_{i,n} r_{i,n}
\]

where LHS(35) denotes the left hand side of the expression in (35) and \( r_{i,n} = \sum_{k \in \mathcal{N}_i} H_{i}^T \Sigma_{\omega_k} \omega_{k,n} \).

**Algorithm 3.** Consensus-Based Distributed Solution

**For node \( l \in \mathcal{N} \):**

**Initialize with:**

\[
\hat{x}_{l,0} = \mathbb{E} \{x_0\}
\]

\[
P_{l,0} = \mathbb{E} \left\{(x_0 - \hat{x}_{l,0}) (x_0 - \hat{x}_{l,0})^T\right\}
\]

**Model update:**

\[
\phi_{l,n+1} = A \hat{x}_{l,n} - 1
\]

\[
\Phi_{l,n+1} = A P_{l,n} A^T + \Sigma_v
\]

\[
\mathbf{Y}_{l,n} \leftarrow \text{ACF} \{\mathbf{y}_{l,n}^T \Sigma_{\omega_k}^{-1} \mathbf{y}_{k,n} : \forall k \in \mathcal{N}\}
\]

\[
\Psi_{l,n} = \Phi_{l,n}^{-1} - 1
\]

**Measurement update:**

\[
\varphi_{l,n} \leftarrow \text{ACF} \{\mathbf{y}_{l,n} \mathbf{y}_{l,n}^T \mathbf{y}_{k,n} : \forall k \in \mathcal{N}\}
\]

\[
\varphi_{l,n} = \phi_{l,n} + 1 \Phi_{l,n} - 1 \mathbf{Y}_{l,n} \mathbf{Y}_{l,n}^{-1} \Phi_{l,n} - 1
\]

\[
\mathbf{Y}_{l,n} = \mathbf{Y}_{l,n} - 1 \mathbf{Y}_{l,n} \mathbf{y}_{l,n} \mathbf{y}_{l,n}^{-1} \mathbf{Y}_{l,n}
\]

\[
\mathbf{Y}_{l,n} = \mathbf{Y}_{l,n} - 1 \mathbf{Y}_{l,n} \mathbf{y}_{l,n} \mathbf{y}_{l,n}^{-1} \mathbf{Y}_{l,n}
\]

\[
\mathbf{S}_{l,n} = B^T \mathbf{Y}_{l,n} B
\]

\[
\hat{x}_{l,n} = \mathbf{S}_{l,n}^{-1} B^T \left( \mathbf{Y}_{l,n} \mathbf{y}_{l,n}^{-1} \mathbf{y}_{l,n} \right) \varphi_{l,n}
\]

\[
\mathbf{S}_{l,n} = B^T \mathbf{Y}_{l,n} B
\]

\[
\mathbf{G}_{l,n} = (I - \Phi_{l,n} - 1) \mathbf{Y}_{l,n} \mathbf{y}_{l,n}^{-1} \mathbf{Y}_{l,n}
\]

\[
\mathbf{O}_{l,n} \leftarrow \text{ACF} \{\phi_{k,n} \nu_{k,n} + G_{k,n} \mathbf{z}_{k,n} : \forall k \in \mathcal{N}\}
\]

\[
\mathbf{P}_{l,n} \leftarrow \text{ACF} \{\Phi_{l,n} \mathbf{S}_{l,n} G_{l,n} : \forall k \in \mathcal{N}\}
\]

Now, consider the state vector estimation error given by

\[
\epsilon_{l,n} = x_n - \tilde{x}_{l,n} \quad \text{and} \quad \mathcal{E}_n = [\epsilon_{l,n}^T, \ldots, \epsilon_{|\mathcal{N}|,n}^T]^T.
\]

From (26b), (36) and (37) the network-wide evolution of state vector estimation error terms can be expressed as

\[
\mathcal{E}_n = (\mathcal{M} \otimes \mathcal{I}) (I - \mathcal{L}_n Q) \mathcal{A} \mathcal{E}_{n-1} - (\mathcal{M} \otimes \mathcal{I}) \mathcal{L}_n r_{col,n} + (\mathcal{M} \otimes \mathcal{I}) (I - \mathcal{L}_n Q) B \nu_{col,n}
\]

\[
+ (\mathcal{M} \otimes \mathcal{I}) (I - \mathcal{L}_n Q) \nu_{col,n}
\]

where \( r_{col,n} = [r_{1,n}^T, \ldots, r_{|\mathcal{N}|,n}^T]^T \), \( \nu_{col,n} = [\nu_{1,n}^T, \ldots, \nu_{|\mathcal{N}|,n}^T]^T \), \( B = [B_1^T, \ldots, B_\mathcal{N}^T]^T \), \( \mathcal{A} = \text{block-diag} \{A_1, \ldots, A_\mathcal{N}\} \), and \( \mathcal{L}_n = \text{block-diag} \{L_{l,n} : \forall l \in \mathcal{N}\} \)

\[
\mathcal{Q} = \text{block-diag} \{Q_l : \forall l \in \mathcal{N}\}
\]

while \( \mathcal{M} \) is the combination matrix consisted of diffusion weights so that \( \mathcal{M}_{i,j} = \alpha_{i,j} \). In a steady-state situation, where \( \mathbf{z}_n \) becomes constant, \( \mathbf{z}_n \to \mathbf{z} \), from (38), it follows that \( \mathcal{E}_n \) will have stable first and second-order moments if \( (\mathcal{M} \otimes \mathcal{I}) (I - \mathcal{L}_n Q) \mathcal{A} \) has a spectral radius of strictly less than one. However, due to (22), \( \mathcal{M} \) is left stochastic and hence
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all its eigenvalues lie on or within the unit circle. Thus, it suffices that all block-diagonal elements of \((I - \mathcal{L}_\mu Q)\), i.e., \(\{(I - \mathcal{L}_\mu, Q) \mathcal{A}, \forall \mu \in \mathcal{N}\}\) remain stable. This condition is determined by the recursions governing \(\mathcal{F}_{\mu, \nu}\) in Algorithm 2. Such recursion have been considered in [41] and sufficient conditions for their stability, under the assumption that \(\text{rank}(\mathbf{H}_\mu) \geq \text{rank}(\mathbf{H}_\mu \mathbf{B}) = \text{rank}(\mathbf{B})\), has been provided.

Remark 2. For the case of the consensus-based filter in Algorithm 3, all discussions in this subsection follow similarly, where \(\mathcal{M}\) should be replaced with \(\mathcal{W}\).

Remark 3. In essence, if the local filtering operations meet requirements for convergence; then, each agent will obtain local state vector estimates and the diffusion (cf. consensus) step will have the effect of reducing the uncertainty on these local state vector estimates. Therefore, the network-wide system will remain convergent.

IV. NUMERICAL EXAMPLE

The performance of Algorithm 2 and Algorithm 3 is demonstrated and compared to that of the optimal centralized solution (Algorithm 1) in a simulation example. To this end, consider the general discrete-time system with

\[
\mathbf{A} = \begin{bmatrix} 1 & 0 & 0.1 & 0 \\ 0 & 1 & 0 & 0.1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad \mathbf{B} = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \\ 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}
\]

while \(\forall \mu \in \mathcal{N} : \mathbf{H}_\mu = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \).

The observation noise at node \(\mu \in \mathcal{N}\) was considered to be a white Gaussian random process with the covariance matrix

\[
\Sigma_{\omega_\mu} = a_\mu \begin{bmatrix} 0.052 & 0.01 \\ 0.01 & 0.052 \end{bmatrix} \quad \text{with} \quad a_\mu = \begin{cases} 1 & \text{if } \mu \text{ odd} \\ 4 & \text{if } \mu \text{ even} \end{cases}
\]

while the state evolution noise covariance was

\[
\Sigma_{\nu} = \begin{bmatrix} 0.025 & 0.5 \\ 0.5 & 10 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix} \times 10^{-3}
\]

and the network of 200 nodes with the topology shown in Fig. 1 was used in the simulation example.

![Network of 200 nodes and 732 edges used for simulations.](image)

The state vector consisted of four elements \(\{X_{1stD}, X_{2ndD}, X_{3rdD}, X_{4thD}\}\). In Fig. 2, the state vector estimates obtained through the diffusion and consensus frameworks proposed in Algorithm 2 and Algorithm 3 are compared to that of the centralized solution in Algorithm 1. Observe that the introduced distributed framework both in its diffusion and consensus formulation tracked the state vector sequence and obtained a performance level close to that of the centralized solution in Algorithm 1.

The unknown actuations forced upon the dynamic system was a vector of two elements \(\{z_{1stD}, z_{2ndD}\}\). In Fig. 3, the estimates of the unknown actuations obtained through the proposed framework of Algorithm 2 and Algorithm 3 are shown. Although both the diffusion and consensus formulations estimated the unknown actuations correctly, estimates obtained via the consensus formulation appeared to be consistently more accurate. It should be noted that the accuracy of the consensus formulation came at a higher communication traffic cost as the ACFs where iterated 10 times at each time instant in order to achieve consensus.

![The state vector estimate obtained through the proposed distributed solutions in Algorithm 2 and Algorithm 3 are shown along side estimates obtained via the centralized framework of Algorithm 1. Estimates obtained through the diffusion (cf. consensus) framework across all nodes lie in the region in green (cf. red).](image)

![Estimates of the unknown outer network actuations obtained through the proposed distributed solution in Algorithm 2 and Algorithm 3. Estimates obtained through the diffusion (cf. consensus) framework across all nodes lie in the region in green (cf. red).](image)
V. CONCLUSION

The problem of tracking/estimating state vector sequences in presence of unknown actuations through observations made over sensor networks has been considered. A centralized solution to this problem has been proposed based upon two-stage Kalman filtering techniques. Most importantly, it has been shown that the operations of such a centralized solution can be decomposed into a format suitable for distributed implementation via networked agents. This derived format has been transformed into two formulations for a distributed filtering technique, one based on diffusion and one based on consensus. The diffusion formulation is a cost-effective solution to the posed problem, while in the context of the consensus formulation complexity is traded for accuracy. Finally, performance of the derived filtering algorithms has been demonstrated and compared to their centralized counterpart in a simulation example.
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