
https://doi.org/10.1121/1.5095250


Compressible flow simulations of voiced speech using rigid vocal tract geometries
acquired by MRI

Lukas Schickhofer, Jarmo Malinen, and Mihai Mihaescu

Citation: The Journal of the Acoustical Society of America 145, 2049 (2019); doi: 10.1121/1.5095250

View online: https://doi.org/10.1121/1.5095250

View Table of Contents: https://asa.scitation.org/toc/jas/145/4

Published by the Acoustical Society of America

ARTICLES YOU MAY BE INTERESTED IN

Inverse estimation of the vocal tract shape based on a vocal tract mapping interface
The Journal of the Acoustical Society of America 145, 1961 (2019); https://doi.org/10.1121/1.5095409

Aerodynamic impact of the ventricular folds in computational larynx models
The Journal of the Acoustical Society of America 145, 2376 (2019); https://doi.org/10.1121/1.5098775

Characterization of inter-speaker articulatory variability: A two-level multi-speaker modelling approach based on
MRI data
The Journal of the Acoustical Society of America 145, 2149 (2019); https://doi.org/10.1121/1.5096631

Relation of second formant trajectories to tongue kinematics
The Journal of the Acoustical Society of America 145, EL323 (2019); https://doi.org/10.1121/1.5099163

Pitch-shift responses as an online monitoring mechanism during level tone production
The Journal of the Acoustical Society of America 145, 2192 (2019); https://doi.org/10.1121/1.5096977

Cross-modal association between vowels and colours: A cross-linguistic perspective
The Journal of the Acoustical Society of America 145, 2265 (2019); https://doi.org/10.1121/1.5096632



Compressible flow simulations of voiced speech using rigid vocal
tract geometries acquired by MRI

Lukas Schickhofer,1,a) Jarmo Malinen,2 and Mihai Mihaescu1

1Department of Mechanics, Linn�e FLOW Centre, KTH Royal Institute of Technology, Stockholm, SE-10044,
Sweden
2Department of Mathematics and Systems Analysis, Aalto University, Aalto, FI-00076, Finland

(Received 4 July 2018; revised 14 January 2019; accepted 7 March 2019; published online 16 April
2019)

Voiced speech consists mainly of the source signal that is frequency weighted by the acoustic Þlter-
ing of the upper airways and vortex-induced sound through perturbation in the ßow Þeld. This study
investigates the ßow instabilities leading to vortex shedding and the importance of coherent struc-
tures in the supraglottal region downstream of the vocal folds for the far-Þeld sound signal. Large
eddy simulations of the compressible airßow through the glottal constriction are performed in real-
istic geometries obtained from three-dimensional magnetic resonance imaging data. Intermittent
ßow separation through the glottis is shown to introduce unsteady surface pressure through
impingement of vortices. Additionally, dominant ßow instabilities develop in the shear layer associ-
ated with the glottal jet. The aerodynamic perturbations in the near Þeld and the acoustic signal in
the far Þeld are examined by means of spatial and temporal Fourier analysis. Furthermore, the acous-
tic sources due to the unsteady supraglottal ßow are identiÞed with the aid of surface spectra, and
critical regions of ampliÞcation of the dominant frequencies of the investigated vowel geometries
are identiÞed.VC 2019. Author(s). All article content, except where otherwise noted, is licensed
under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/
4.0/). https://doi.org/10.1121/1.5095250
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I. INTRODUCTION

Voice production and the expression of sounds via
speech are crucial human traits and essential for our commu-
nication. The primary source of this process is the oscillation
of the vocal folds, leading to a pulsation of the sub- and
supraglottal pressure. This causes periodic pressure ßuctua-
tions in the vocal tract, which are propagated into the far
Þeld through the mouth opening.

The human voice production is therefore often success-
fully modeled as a source-Þlter arrangement with the glottis
acting as an acoustic source and the vocal tract as a Þlter
(Fant, 1971; Stevens, 2000; Titze and Alipour, 2006). As a
result of reßections, constructive and destructive interference
of acoustic waves, the signal exiting the upper airways is
modulated in such a way that certain distinct tonalities appear
in the spectral envelope of acoustic pressure ßuctuations.
Various parts of the upper airways produce resonant patterns
at different frequencies, leading to pronounced peaks in the
far-Þeld acoustic spectrum. These peaks are referred to as
formants, and their position in the Fourier spectrum charac-
terizes the produced sound. In the case of vowels, particularly
the Þrst two formants,F1 and F2, identify the spoken tone.
During speech, the air volume of the vocal tract cavities is
continuously manipulated through muscular ßexion and
extension, allowing the vocalization of various sounds
through articulation. Through phonation, the harmonic com-
ponent of the spoken sound, as a result of the periodic vocal

fold modulation of the glottal airßow, is the dominant sound-
generating mechanism at lower frequencies (Klatt and Klatt,
1990). In this range it overshadows any inharmonic noise
component that occurs due to ßow turbulence. However,
application of the quasisteady approximation for aerody-
namic sound shows that the acoustic contribution of ßow
structures and turbulence becomes important at frequencies
higher than 2 kHz (Howe and McGowan, 2007; Zhanget al.,
2002). The acoustic contribution in the high-frequency range
of several kilohertz is due to the fact that the vortical struc-
tures present in the supraglottal region are small and of quad-
rupole source type that becomes negligible compared to the
dominant sources of monopole- and dipole-types at lower fre-
quencies (Zhao et al., 2002). Zhang and Neubauer (2010)
therefore hypothesized that variations in the supraglottal ßow
Þeld barely impact low-frequency acoustics. Although the
unique tonal signature of a spoken sound is primarily deter-
mined by the Þrst two formants, the higher harmonics and
frequencies are responsible for the personal quality of the
voice (Sundberg, 2005). For a complete understanding of
voice production covering the full range of audible frequen-
cies and dominant modes between 20 Hz and 20 kHz, both
harmonic and inharmonic factors of broadband type must
therefore be taken into account. Disturbances introduced
by the ßow instabilities need to be accurately computed if
the high-frequency part of the voice is to be considered.
Moreover, it is unclear to what extent both intra- and supra-
glottal ßow structures contribute to the overall acoustic
signal and, thereby, to phonation in general (Zhang, 2016).

Computational ßuid dynamics (CFD) of phonation has
emerged as a valuable tool to treat such questions. Indeed,a)Electronic mail: schic@mech.kth.se
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there exists no method to spatially and temporally resolve
the ßow and pressure Þelds in the vocal tract during human
phonation in vivo. Experiments both on elastic, self-
oscillating glottal physical models (Murray et al., 2014;
Neubaueret al., 2007; Syndergaardet al., 2017; Triep and
Br ucker, 2010), as well as onex vivocanine larynx models
(Khoslaet al., 2007; Orenet al., 2014) give clear indications
on the complex, unsteady, three-dimensional (3D) ßow Þeld
arising in the supraglottal region. These studies show effects
such as secondary ßows, recirculation regions, asymmetric
attachment of the glottal jet to one of the airway walls, ßow
instabilities, and transition to turbulence. The shedding of
vortices and downstream convection of instabilities was
observed to increase during the closing phase of the glottal
cycle or while the vocal folds take on a divergent shape.

Haigermoser (2009)andKoschatzkyet al. (2011)used
near-Þeld ßow data from particle image velocimetry (PIV)
to estimate the contribution of the acoustic source terms for
rectangular cavity ßows.Lodermeyeret al. (2018) conse-
quently applied a similar approach on PIV data of the down-
stream region of a self-oscillating, physical vocal fold model
and calculated the acoustic source terms of LighthillÕs equa-
tion. All these observations support the conclusion that any
accurate description of ßow and acoustics in the vocal tract
needs to be sufÞciently well-resolved in time and space to
capture these phenomena that are excluded from traditional
phonation models based on the Bernoulli equation.

CFD has been applied within the biomechanics of pho-
nation to Þll that gap by computing the unsteady ßow Þeld
and correctly predicting the ßow characteristics (de Luzan
et al., 2015; Mihaescuet al., 2010). SimpliÞed geometries of
the glottal region have been used in these studies to investi-
gate the frequency content of vorticity generated down-
stream of the glottis.�Sidlof et al. (2015) and Z orner et al.
(2016) used CFD simulations for the calculation of near-
Þeld aerodynamic ßuctuations, which were then imposed on
the acoustic far-Þeld through LighthillÕs analogy and acous-
tic perturbation equations. Thus, they were able to link the
aerodynamic sources in the glottal area to the acoustic
region.

Recently, magnetic resonance imaging (MRI) measure-
ments can be used for the analysis and setup of anatomically
realistic computational geometries for numerical simulations
of the ßow inside the human upper airways.Story et al.
(1996) used MRI data for the extraction of cross-sectional
area functions of the vocal tract during phonation of steady
vowel sounds and thereby measured the internal resonant air
volume.Blandinet al. (2015)andArnelaet al. (2016)could
show that for frequencies below 4Ð5 kHz vocal tract simpli-
Þcations show only weak inßuence on the acoustic response
due to the predominant plane wave propagation in the low-
frequency range. However, for higher-order modes, they
found a strong dependence on the geometrical representation
of the vocal tract. It was found that only detailed, 3D geome-
tries of the vocal tract are able to correctly emulate the
high-frequency behavior. Realistic geometries can properly
replicate the physical and physiological conditions inside a
human vocal tract and mimic its behavior as an acoustic Þl-
ter to give accurate low- and high-frequency tonalities in the

far-Þeld sound spectrum and their associated sound pressure
levels (SPLs).

Furthermore, it has been shown that numerical simula-
tions in the upper airways provide valuable insight into the
physical consequences a surgical intervention might have on
a patient (Mylavarapu et al., 2013). CFD has become a
promising method to assess the effectiveness of invasive
measures to alleviate medical conditions such as obstructive
sleep apnea through computation of parameters such as the
airway resistance and the pressure drop along the pharyngeal
domain (Mihaescu et al., 2011). In speech production,
numerical ßow simulations based on MRI data have the
potential to motivate clinical decision-making for the ther-
apy of vocal disorders. An accepted theory with voiceless
sounds, whispered vowels, and fricatives is that the noise
generated through the turbulent glottal jet and its interaction
with the surrounding airway constitutes the source for sound
(Stevens, 2000). For patients whose sustained vocal fold
oscillation is inhibited due to paralysis, paresis, or cancer,
one can use this information to enable whisper-like sounds
via treatments. A major motivation for this work and
research on the biomechanical and acoustical aspects of the
human upper airways is therefore not only the advancement
of knowledge about ßow-induced voice generation, but also
the large prevalence of vocal disorders. Voice disorders
account for up to 25% of all occupational diseases
(Sliwinska-Kowalskaet al., 2006). About 30% of the com-
mon population are estimated to be affected by a voice pro-
duction disorder at some point in their life with an increased
incidence of more than 60% among professions with exten-
sive voice use, such as teachers and professors (Mittal et al.,
2013).

The goal of this study is an accurate computation of the
whole audible frequency range of voiced speech under artic-
ulation of natural vowels. This requires resolution of both
the harmonic component due to the regular pressure ßuctua-
tions by glottal modulation, as well as the inharmonic broad-
band component due to ßow instabilities and turbulence,
which is typically neglected by traditional models of voice
acoustics based on wave equations. In order to capture possi-
ble high-frequency cross-modes, 3D MRI geometries are
applied.

II. METHODS

A. Geometry and mesh

The computational geometries for the Finnish vowels
[A], [e], [i], [o], and [u] were acquired by MRI from a 30-yr-
old, healthy male subject following the experimental
arrangements described byAalto et al. (2011). The imaging
was carried out using Siemens Magnetom Avanto 1.5T scan-
ner (Siemens Medical Solutions, Erlangen, Germany) run-
ning 3D VIBE (volumetric interpolated breath-hold
examination) MRI sequence (Rofskyet al., 1999).

The subject was Þrmly aligned by soft material inside
the head and neck MRI coil in order to allow only movement
of the muscles involved in the voice generation process (cf.
Fig. 1). Using the scanner settings detailed inAalto et al.
(2014, Sec. 3.2), the imaging of a single vowel geometry
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took ca. 8 s using 1.8 mm isotropic voxels. Due to restric-
tions of the MRI technology, the computational geometries
do not include teeth. The subject produced prolonged vowels
at the fundamental frequencyfo¼104 Hz for ca. 12 s in
supine position. In addition to the reference pitch signal, the
subject could also hear his own, analogically denoised utter-
ance with a delay of approximately 90 ms through the stan-
dard Siemens MRI headphones (Siemens Medical Solutions,
Erlangen, Germany). During MRI, the acoustic noise level
within the scanner is ca. 90 dB (SPL), and the headphones
provide 26 dB nominal damping of this external noise. The
vowel production time exceeds the time required for MRI in
order to guarantee the stability of phonation during imaging
and obtain a speech sample right before and after the imag-
ing that is free of acoustic scanner noise.

The surface model of the air-tissue interface was
extracted from 3D MRI voxel data by an earlier version
(Aalto et al., 2013) of the automatic vocal tract segmentation
software published byOjalammi and Malinen (2017). The
3D numerical mesh of the ßuid domain is unstructured and
consists of polyhedral cells ranging from the airway chan-
nels to the far-Þeld domain. The geometry in the intraglottal
region is the result of averaging through the MRI recording,
as the vocal fold motion is too fast to be resolved in time.
Nevertheless, the whole domain is anatomically accurate
and no geometrical modiÞcations have been applied.
Additional local mesh reÞnement has been applied in the
intra- and supraglottal region, where velocity and pressure
gradients in the ßow are expected to be largest close to the
shear layers of the glottal jet (cf. Fig.2). Three consecutive
reÞnement stages are present in the supraglottal region with
a decrease of the base cell size by 20% at each stage. The
grids for the different vowel articulations used in this study
have a resolution with an approximate cell count of
7.5� 106 based on the grid convergence study detailed in
Sec.II F. The chosen mesh sizes are signiÞcantly above the
minimum requirement of the solver of 40 cells per wave-
length for the highest relevant frequencies of phonation,
and are therefore suitable for extracting the important
acoustic information. The airßow is considered as com-
pressible and modeled in the simulations by the ideal gas

law p¼qRT, relating gas pressurep and densityq via the
speciÞc gas constant of airR¼287.06 J/(kgK) at room tem-
peratureT � 300 K.

B. Vowel formant and Helmholtz resonance data

Two kinds of comparison data were used to validate the
results of the CFD computations: formant frequency data
extracted from the speech sample recorded during the MRI
and data obtained through solution of the Helmholtz eigen-
value problem based on the same computational geometry
(cf. Sec. II F). Following the notation introduced byTitze
et al. (2015), the formants are generally denoted byFi, with
index i ¼1,É, n. Unless explicitly stated otherwise, the for-
mant dataFi in this study has been extracted through the
unsteady ßow simulations. As explained byAalto et al.
(2011), noise free samples were recorded inside the scanner
right before and after the imaging using a two-channel
acoustic sound collector and waveguides. The frequency
response of the instrumentation was numerically compen-
sated from the speech samples, and the formant analysis was
carried out by linear predictive coding (LPC) inMATLAB

(MathWorks, Natick, MA). The peaks of the resulting spec-
tral envelope were inspected manually, and values forF1

and F2 were determined by comparisons, when necessary,
with corresponding speech data that were recorded from the
same subject in an anechoic chamber (Aalto et al., 2012,
Table II). The lowest eigenvalues from the Helmholtz prob-
lem were computed by the Þnite element method (FEM)
with piecewise linear shape functions and tetrahedral
meshes. A Dirichlet boundary condition is used at the mouth,
leading to discrepancy with the values ofF1 and F2 mea-
sured from speech as discussed inAalto et al. (2014, Sec.
5.2). The resonance frequencies corresponding toF1 andF2

can be found inAalto et al. (2012, Table I).

C. Glottal flow and boundary conditions

Various waveforms have been suggested as a realistic
model of the glottal source (Fant et al., 1985; Fujisaki and
Ljungqvist, 1986; Rosenberg, 1971). For a comparative

FIG. 1. (Color online) Vocal tract geometry of the dataset for the pronuncia-
tion of vowel [A] with the anatomical directions and planes referred to in
this study. The approximate positions of larynx, pharynx, and the far-Þeld
monitoring pointP are indicated. FIG. 2. (Color online) Sections of the mesh in the supraglottal region along

the sagittal and transversal plane with indication of the glottal constriction.
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analysis of several different waveform models the reader is
referred to the work byFujisaki and Ljungqvist (1986). In
the current study, the Rosenberg waveformfR(t) ¼fp(t)
þ fn(t) of the glottal pulse is applied to account for the
dynamic behavior of the vocal folds (Rosenberg, 1971). It
models the volume velocity through the glottal constriction
and consists of the function

fp tð Þ¼
A0

2
1 � cos

t
tp

p
� �� �

; 0 � t � tp; (1)

for its positive slope and the function

fn tð Þ¼ A0 cos
t � tp

tn

p
2

� �
; tp � t � tp þ tn; (2)

for its negative slope with the pulse amplitudeA0. The rela-
tive duration of the glottal openingtp with respect to the
glottal period t0 is referred to in the following asglottal
opening quotient. The glottal pulse with the parameter val-
ues used for this study is shown in Fig.3. These are the fun-
damental frequency offo ¼120 Hz, characteristic for an
average male voice, and the glottal opening quotient oftp/t0
¼0.5525. The ratio of the time in which the glottis is open-
ing to the total pulse length istp/(tp þ tn) ¼0.85. The result-
ing open quotient (tp þ tn)/t0 ¼0.65 of this study lies in the
range of typical values for voiced speech (Mittal et al.,
2013). The pressure amplitude at the glottal entrance is cho-
sen to be the mean subglottal pressureP0¼Ps � 300 Pa.
This value is at the lower end of typical physiological sub-
glottal pressures of voiced speech and coincides with a rela-
tively low glottal frequency of the waveform and a volume
velocity amplitude ofA0 ¼2.2� 10� 4 m3/s (0.22 l/s) in Eqs.
(1) and(2) (Titze and Alipour, 2006).

The vocal tract is assumed static and rigid. The interface
between airway walls and airßow is modeled as solid walls
with a Dirichlet boundary condition,ui ¼0, referred to as
no-slip boundary condition, for the velocity components of
the ßuid. Free stream and acoustically non-reßecting bound-
ary conditions are imposed at the inlet of the tubular vocal
tract (i.e., at the subglottal end) and at the outlet surfaces of
the computational domain located about 15 cm away from
the mouth in the acoustic region, where the ßuid characteris-
tics are speciÞed by the Mach number, atmospheric pressure,
and room temperature.

D. Numerical method

For a direct computation of both the velocity Þeld in the
vocal tract and pressure ßuctuations in the near and far Þeld,
compressible ßow simulations using the Þnite volume
method (FVM) are performed in this work. Thus, the behav-
ior of the ßuid is described by the Navier-Stokes equations
in compressible form. Body forces like gravity are not con-
sidered, as their effect on airßow in the upper airways can be
neglected. With the current study, handling turbulence by
means of the large eddy simulation (LES) approach, the
large, energy-containing scales are resolved down to the
Taylor microscale in the inertial subrange. The resolution

down to scales in the inertial subrange is an important fea-
ture, in particular when acoustic pressure ßuctuations are of
interest. LES applies a Þltering operation to the ßow variable
~wð~r ; tÞ �

Ð
Vwð~r 0; tÞGð~r ;~r 0Þd~r 0 by use of the Þlter function

Gð~r ;~r 0Þ ¼Gð~r � ~r 0Þthat acts as a convolution kernel. Thus,
the quantity can be decomposed into a Þltered part and a
subÞltered one. The cutoff value of resolved scales is depen-
dent on the numerical cell size with the subgrid scales of the
ßow being low-pass Þltered by the computational grid.
Therefore, the Þlter width is directly related to the spatial
resolution of the mesh. The unresolved scales of the ßow
below that value are computed by the wall-adapting local
eddy-viscosity (WALE) subgrid scale model afterNicoud
and Ducros (1999), which relates the subgrid scale viscosity
to the grid Þlter width, density, and resolved velocity Þeld.

FIG. 3. (Color online) Rosenberg glottal waveform for a typical source sig-
nal of a male voice. The waveform of the unperturbed signal is given in (a)
with points of interest of the cycle marked for the opening phase (I), peak
glottal ßow (II), closing phase (III), and full closure (IV). The frequency
content is shown in (b).
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For the time-dependent computations of this study, the spa-
tially Þltered Navier-Stokes equations are calculated for a
numerical mesh size small enough to accurately handle the
complex geometry of the upper airways and resolve the most
important energy-containing ßow structures.

Following the approximation byPope (2001), the
Taylor microscale is estimated as

kT � 15� � 0:1d=ð0:1wmaxÞ½ �1=2; (3)

with a kinematic viscosity of air of� � 1.79� 10� 5 m2/s, a
glottal width of d � 2.5� 10� 3 m, and a maximum axial
velocity of wmax � 21.98 m/s. The integral length scale
l ¼0.1d is assumed to be one order of magnitude smaller
than the characteristic length scale of the geometry in the
glottal region, which is the glottal width. Furthermore, the
turbulence intensity is estimated at 10%. With the estab-
lished value of the Taylor microscale in TableI, the spatial
dimensions of the grid are chosen to meet its order and are
consequently reÞned toward the supraglottal region in steps
of 60%, 40%, and 20% of the maximum volume size of
9.62� 10� 4 m in the far Þeld. This way we ensure that the
criterion of the Taylor microscale is met by the grid resolu-
tion in the whole domain. Additional characteristic parame-
ters of the ßow are given in TableI. Their values lie in the
range of a typical male voice (Stevens, 2000).

Grid spacingDx and time stepDt are chosen to satisfy
the Courant-Friedrichs-Levy (CFL) criterion. The convective
Courant number CFLc ¼uiDt/Dx and the acoustic one
CFLa ¼c0Dt/Dx are related via the Mach number CFLc/
CFLa ¼ui/c0 ¼M. Since the Mach number of the considered
ßow regime is small (M � 1), the convective Courant num-
ber becomes the critical parameter for the choice of grid and
time step sizes to capture all the aerodynamic ßuctuations in
the source region (CFLc � CFLa). The maximum time step
of the computations is chosen asDtmax¼20l s, sufÞciently
small to resolve the full Fourier spectrum of frequencies rel-
evant for phonation. The near-wall regions are resolved
accordingly such that a non-dimensional, perpendicular wall
distance ofyþ ¼ ðyu	 Þ=� ¼ ðy

����������
sw=q

p
Þ=� � 1, depending on

the wall shear stresssw and the kinematic viscosity� , is
obtained. The ßuctuations in velocity and pressure are com-
puted in a coupled manner. The convective ßux is computed
by spatial discretization via a second-order bounded central-
difference scheme. Integration in time is performed via an
implicit scheme and with a temporal discretization of second
order consisting of an average of ten inner iterations to

ensure convergence within each time step. The mean ßow
Þelds are extracted with a statistically signiÞcant sample size
of more than 50 full glottal cycles and after any initial spuri-
ous reßections in the numerical domain have vanished. The
high number of cycles is chosen to resolve also the low-
frequency component of the acoustic spectrum below the
source frequency. The ßuctuations in the ßow variables are
then computed by subtracting the mean values from the total
instantaneous values,w0 ¼ w � �w.

E. Frequency-wavenumber spectrum

For an analysis of disturbances and their propagation
velocities, two-dimensional Fourier transformation of the
ßuctuating pressure is performed along the centerline in the
near- and far-Þeld domains [see, e.g.,Nussbaumer (2012)].
The time-space Fourier transform of data is computed as

f̂ ðk; x Þ ¼
ð

S

ð1

0
f ðx; tÞe� iðx tþ kxÞdt

� �
jdxj; (4)

with k 2 K andx 2 [0,1 ]. Furthermore, the phase velocity
of disturbances is deÞned ascu ¼fk ¼f2p/k. Since the wave-
numberk is subsequently plotted in the range [� p,p], we use
cu ¼fp/k. Thus, the group velocity of disturbances can be
computed viacg¼p@f/@k, with the slope of a frequency-
wavenumber diagram@f/@k.

F. Validation and verification

The LES approach has been initially validated for a sim-
pliÞed geometry of the intraglottal domain based on the M5
model introduced bySchereret al. (2001), which is well
deÞned through surface design equations. The results for the
intraglottal pressure computed numerically are shown in Fig.
4 for both the ßow and non-ßow wall depending on the
asymmetric deßection of the glottal jet toward one side.
There is an overall very good agreement between the pre-
dicted and experimental pressures for all three transglottal

TABLE I. Values of ßow parameters for the investigated cases of voiced
speech.

Definition Parameter Value

Reynolds number Re 100Ð3000
Integral length scale l 
 2.5� 10� 4 m
Taylor microscale kT 
 1.8� 10� 4 m
Fundamental frequency f0 120 Hz
Peak glottal jet velocity umax 
 22 m/s
Peak volumetric ßow A0 
 2.2� 10� 4 m3/s

FIG. 4. (Color online) Comparison of numerically determined intraglottal
pressure proÞles with the experimental data fromSchereret al. (2001)
for subglottal pressures of 3 cmH2O, 5 cmH2O, and 10 cmH2O (1 cmH2O
¼98.0665 Pa).
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pressures considered. The deÞnition of ßow and non-ßow
wall, respectively, has been the same as in the original study
by Schereret al. (2001). The largest deviations of the numer-
ical results from the experimental reference data are
observed for the ßow wall at a transglottal pressure of 10
cmH2O with 0.009%, 1.1%, and 7.8% for the relative mini-
mum, mean, and maximum values, respectively. The small-
est deviations occur for the non-ßow wall at 5 cmH2O with
0.001%, 0.8%, and 2.4% for the relative minimum, mean,
and maximum values, respectively.

Acoustic validation of the applied method with respect
to the resolved formants is performed as well. For this pur-
pose, using the numerical approach and the boundary condi-
tions stated in Secs.II C and II D, ßow and acoustics data
corresponding to the vocal tract geometries relevant for the
three vowels [A], [i], and [u] are calculated. Fourier-
transformed signals of predicted far-Þeld pressure ßuctua-
tions in a monitoring pointP outside of the vocal tract (as
depicted in Fig.1) are compared with

(i) resonance frequencies computed from the Helmholtz
eigenvalue problem, based on the 3D wave equation
solved in the same vowel geometries,

(ii) experimental formant data extracted from speech
recordings carried out simultaneously with the MRI
recordings.

The result can be seen for the three vowels [A], [i], and
[u] in Fig. 5. The dominant spectral envelope peaks from
the simulations of the unsteady ßow match with the fre-
quency values obtained from the Helmholtz equation and
speech recordings. Particularly the Þrst formantF1 is cap-
tured well for all vowel geometries. The second formantF2

shows good agreement with the experimentally obtained
formants, except for the vowel [i] in Fig.5(b), where the
formant does not appear as a pronounced peak in the far-
Þeld spectrum. There is a narrow constriction caused by the
tongue position in the high front vowel [i], and it is likely
to produce turbulence and large ßuctuations in the ßow,
leading to high broadband noise that overshadows the peak
at F2. However, a peak of the curve of local maxima is
found at a frequency of
 1900 Hz, which most likely corre-
sponds to the formantF2 and is plotted together with the
formant data of all other vowels in Fig.11. That the
Helmholtz resonance data and the experimental formant
corresponding toF2 of [A] do not match is due to the overly
simple boundary condition in the Helmholtz equation as
discussed inAalto et al. (2014, Sec. 5.2). Overall, the
acoustic information is well captured through the direct
compressible ßow simulations and agrees with the experi-
mental reference data. The solver used for this study has
also been applied to study aeroacoustics related to ßuid-
structure interaction at low Reynolds numbers (Schickhofer
et al., 2016).

Furthermore, the numerical solutions to the Þeld varia-
bles are veriÞed by a grid sensitivity study based on Þve
sizes varying from a coarse mesh of 105 cells to a Þne one of
approximately 7.5� 106 cells for the geometry of vowel [A].
The grid convergence index (GCI) and discretization errors

are calculated for the chosen grid sizes according to the pro-
cedure described byCelik et al. (2008), which has been
shown to be equally valid for non-structured grids as the
ones used for this study. The averaged relative GCI along a
centerline through the glottis and supraglottal regions is

FIG. 5. (Color online) Far-Þeld spectra of the vowels [A] in (a), [i] in (b),
and [u] in (c). The Fourier spectrum of the acoustic pressure ßuctuations
obtained from the LES simulations is shown with the peak envelopes, the
discrete values of the formant frequenciesF1 and F2 obtained through
experiments, and the Helmholtz resonance frequencies. Uncertainty of the
experimental data is indicated by the grey regions.
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