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Abstract

This article derives an accurate, explicit, and numerically stable approximation to the
kernel quadrature weights in one dimension and on tensor product grids when the
kernel and integration measure are Gaussian. The approximation is based on use of
scaled Gauss—Hermite nodes and truncation of the Mercer eigendecomposition of the
Gaussian kernel. Numerical evidence indicates that both the kernel quadrature and the
approximate weights at these nodes are positive. An exponential rate of convergence
for functions in the reproducing kernel Hilbert space induced by the Gaussian kernel is
proved under an assumption on growth of the sum of absolute values of the approximate
weights.

Keywords Numerical integration - Kernel quadrature - Gaussian quadrature - Mercer
eigendecomposition

Mathematics Subject Classification 45C05 - 46E22 - 47B32 - 65D30 - 65D32

1 Introduction

Let u be the standard Gaussian measure on R and f: R — R a measurable function.
We consider the problem of numerical computation of the integral with respect to u
of f using a kernel quadrature rule (we reserve the term cubature for rules on higher
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dimensions) based on the Gaussian kernel

(x —y)?
k(x,y) = - 1.1
(x.y) exp( e (1.1)
with the length-scale £ > 0. Given any distinctnodes xi, . . ., xy, the kernel quadrature

rule is an approximation of the form
N . i
0(f)i= Y win (i) = pu(f) = —_f () e~/ dx,
f ; nf(Xn f 5 s f

with its weights wy = (Wi 1, .. ., wk,N)eRN solved from the linear system of equa-
tions

Kwi = ky, (1.2)

where [K];; :=k(x;, x;) and [k, ]; := fR k(xi, x)du(x). This is equivalent to uniquely
selecting the weights such that the N kernel translates k(x1, -), ..., k(xy, -) are inte-
grated exactly by the quadrature rule. Kernel quadrature rules can be interpreted as best
quadrature rules in the reproducing kernel Hilbert space (RKHS) induced by a positive-
definite kernel [20], integrated kernel (radial basis function) interpolants [5,35], and
posteriors to i ( f) under a Gaussian process prior on the integrand [7,21,29].

Recently, Fasshauer and McCourt [12] have developed a method to circumvent
the well-known problem that interpolation with the Gaussian kernel becomes often
numerically unstable—in particular when ¢ is large—because the condition number
of K tends to grow with an exponential rate [33]. They do this by truncating the
Mercer eigendecomposition of the Gaussian kernel after M terms and replacing the
interpolation basis {k(x,, ~)},]lV:1 with the first M eigenfunctions. In this article we
show that application of this method with M = N to kernel quadrature yields, when
the nodes are selected by a suitable and fairly natural scaling of the nodes of the
classical Gauss—Hermite quadrature rule, an accurate, explicit, and numerically stable
approximation to the Gaussian kernel quadrature weights. Moreover, the proposed
nodes appear to be a good and natural choice for the Gaussian kernel quadrature.

To be precise, Theorem 2.2 states that the quadrature rule Q x that exactly integrates
the first N Mercer eigenfunctions of the Gaussian kernel and uses the nodes

1

oo GH

V2ap K

has the weights

) N N o ¥ N I
Wk,p = (1—}——282> w, € " X;) 2mm'(1_'_—232 - 1) H2m(xn s

m=
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Gaussian kernel quadrature at scaled Gauss—Hermite nodes

Wy = (W 1, ..., 1w n) €RY, where o (for which the value 1/+/2 seems the most
natural), 8, and § are constants defined in Eq. (2.3), H,, are the probabilists’ Hermite
polynomials (2.2), and x,;" and wy" are the nodes and weights of the N-point Gauss—
Hermite quadrature rule. We argue that these weights are a good approximation to wy
and accordingly call them approximate Gaussian kernel quadrature weights. Although
we derive no bounds for the error of this weight approximation, numerical experiments
in Sect. 5 indicate that the approximation is accurate and that it appears that Wy — wy
as N — oo.In Sect. 4 we extend the weight approximation for d-dimensional Gaussian
tensor product kernel cubature rules of the form

09 =011 ® - ® Qras

where Qy ; are one-dimensional Gaussian kernel quadrature rules. Since each weight
of Qf is a product of weights of the univariate rules, an approximation for the tensor
product weights is readily available.

It turns out that the approximate weight and the associated nodes X, have a number
of desirable properties:

— We are not aware of any work on efficient selection of “good” nodes in the setting
of this article. The Gauss—Hermite nodes [29, Section 3] and random points [31]
are often used, but one should clearly be able to do better, while computation of
the optimal nodes [28, Section 5.2] is computationally demanding. As such, given
the desirable properties, listed below, of the resulting kernel quadrature rules, the
nodes X, appear to be an excellent heuristic choice. These nodes also behave
naturally when £ — oo; see Sect. 2.5.

— Numerical experiments in Sect. 5.3 suggest that both wy ,, (for the nodes x,) and
Wy, are positive for any N € N and every n = 1,..., N. Besides the optimal
nodes, the weights for which are guaranteed to be positive when the Gaussian
kernel is used [28,32], there are no node configurations that give rise to positive
weights as far as we are aware of.

— Numerical experiments in Sects. 5.1 and 5.3 demonstrate that computation of the
approximate weights is numerically stable. Furthermore, construction of these
weights only incurs a quadratic computational cost in the number of points, as
opposed to the cubic cost of solving wy from Eq. (1.2). See Sect. 2.6 for more
details. Note that to obtain a numerically stable method it is not necessary to use
the nodes x,, as the method in [12] can be applied in a straightforward manner for
any nodes. However, doing so one forgoes a closed form expression and has to use
the QR decomposition.

— In Sects. 3 and 4 we show that slow enough growth with N of Zf:/:] |wk,,, | (numer-
ical evidence indicates this sum converges to one) guarantees that the approximate
Gaussian kernel quadrature rule—as well as the corresponding tensor product
version—converges with an exponential rate for functions in the RKHS of the
Gaussian kernel. Convergence analysis is based on analysis of magnitude of the
remainder of the Mercer expansion and rather explicit bounds on Hermite poly-
nomials and their roots. Magnitude of the nodes X,, is crucial for the analysis; if
they were further spread out the proofs would not work as such.
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— We find the connection to the Gauss—Hermite weights and nodes that the closed
form expression for wy provides intriguing and hope that it can be at some point
used to furnish, for example, a rigorous proof of positivity of the approximate
weights.

2 Approximate weights

This section contains the main results of this article. The main contribution is deriva-
tion, in Theorem 2.2, of the weights wy, that can be used to approximate the kernel
quadrature weights. We also discuss positivity of these weights, the effect the kernel
length-scale £ is expected to have on quality of the approximation, and computational
complexity.

2.1 Eigendecomposition of the Gaussian kernel

Let v be a probability measure on the real line. If the support of v is compact, Mer-
cer’s theorem guarantees that any positive-definite kernel & admits an absolutely and
uniformly convergent eigendecomposition

k(e y) =D hn@n ()@ (y) 2.1)

n=0

for positive and non-increasing eigenvalues A,, and eigenfunctions ¢;, that are included
in the RKHS 7 induced by k and orthonormal in Lz(v). Moreover, «/A,¢, are
¢ -orthonormal. If the support of v is not compact, the expansion (2.1) con-
verges absolutely and uniformly on all compact subsets of R x R under some mild
assumptions [37,38]. For the Gaussian kernel (1.1) and measure the eigenvalues and
eigenfunctions are available analytically. For a collection of explicit eigendecompo-
sitions of some other kernels, see for instance [11, Appendix A]
Let uy stand for the Gaussian probability measure,

g () 1= —— e~ gy,

T

with variance 1/(2a?) (i.e., u = 1, ,v3) and

dn
H, (x) = (—1)" "/ e e=¥/2 2.2)
X

for the (unnormalised) probabilists’ Hermite polynomial satisfying the orthogonality
property (Hy, Hm>L2(M) = n!8,;,. Denote

2\ 1/4 2
=L pg= <1+ (2—8) ) . and 82 = %(,32— 1 2.3)

o
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and note that 8 > 1 and 8 > 0. Then the eigenvalues and L?(j1y)-orthonormal
eigenfunctions of the Gaussian kernel are [12]

a? &2 "
A% = (2.4)
a? + 824+ &2\ a? + 8% + &2
and
o /3 —52x2
pr)i=,[ e H, (v2apx). (2.5)

See [11, Section 12.2.1] for verification that these indeed are Mercer eigenfunctions
and eigenvalues for the Gaussian kernel. The role of the parameter « is discussed in
Sect. 2.4. The following result, also derivable from Equation 22.13.17 in [1], will be
useful.

Lemma 2.1 The eigenfunctions (2.5) of the Gaussian kernel (1.1) satisfy

B )”%/W( 207> 1)’"

142682 2mm! \ 1+ 282

w(@3, 1) = 0 and ju(¢53,) = (

form > 0.

Proof Since an Hermite polynomial of odd order is an odd function, n(¢3,, ) =0
For even indices, use the explicit expression

_eml s (=D 2p
Han ) = 3= 2 G — i V2

the Gaussian moment formula

2p o827 _ b 2p o~/ 4. _ 2p)!
/Rx ¢ dpt) = Nox Rx ¢ dx_zppg(l_,_zgz)pﬂ/z’

and the binomial theorem to conclude that

o W (=pm=r , _82x2
w(gs,) = Z o p)'( 208) A;xzpe 2 40 ()
_ & DWWZ (_ 227 )”
21 + 282 '(m—p)' 1+ 262
_ DWWZ( >(_ 20 )"
 mIVT 4287 1+ 282
(B \'PVEm) [ 2028 A
_<1+252) 2] (1+252_ ) '

O
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2.2 Approximation via QR decomposition

We begin by outlining a straightforward extension to kernel quadrature of the work
of Fasshauer and McCourt in [12] and [11, Chapter 13] on numerically stable kernel
interpolation. Recall that the kernel quadrature weights w; € RY at distinct nodes
X1,...,xy are solved from the linear system Kw; = k, with [K];; = k(x;, x;)
and [k,]; = fR k(xi, x)du(x). Truncation of the eigendecomposition (2.1) after
M > N terms! yields the approximations K = ®APT and k, ~ ®Agp,, where
[@];j :=g07_1(xl-) is an N x M matrix, the diagonal M x M matrix [Al;; :=A;—1
contains the eigenvalues in appropriate order, and [¢,]; := u(p;—1) is an M-vector.
The kernel quadrature weights wy can be therefore approximated by

M= (0 A0T) D Ag,. (2.6)

Equation (2.6) can be written in a more convenient form by exploiting the QR
decomposition. The QR decomposition of @ is

®=0QR:=0 [R1 Rz]

for a unitary Q € RV*N  an upper triangular R; € RV*N and R, € RV*XM=N),
Consequently,

@M = (QRARTQ") "' QRAg, = Q(RART)'RAg,.

|41 0
A_|:0 A2:|

of A € RM*M into diagonal A; € RV*N and Ay € RM=N*xM=N) allows for
writing

The decomposition

RAR" = RiA((R] + AT'RT'RyA2R)).
Therefore,
M = Q(R] + ARy ' RyAR]) ™ [IN Al_lRl_leAz] Pus 2.7)
where Iy is the N x N identity matrix. If ¢2/(a® + 8% + £?) is small (i.e., € is
large), numerical ill-conditioning in Eq. (2.7) for the Gaussian kernel is associated

with the diagonal matrices Al_1 and Aj,. Consequently, numerical stability can be
significantly improved by performing the multiplications by these matrices in the

! Low-rank approximations (i.e., M < N) are also possible [12, Section 6.1].
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terms Al_lRl_leAzR; and Al_lRl_leA2 analytically; see [12, Sections 4.1 and
4.2] for more details.

Unfortunately, using the QR decomposition does not provide an attractive closed
form solution for the approximate weights 171,1{” for general M. Setting M = N turns
@ into a square matrix, enabling its direct inversion and formation of an explicit con-
nection to the classical Gauss—Hermite quadrature. The rest of the article is concerned
with this special case.

2.3 Gauss-Hermite quadrature

Given a measure v on R, the N-point Gaussian quadrature rule is the unique N-point
quadrature rule that is exact for all polynomials of degree at most 2N — 1. We are
interested in Gauss—Hermite quadrature rules that are Gaussian rules for the Gaussian
measure [:

N
D wip(eg™) = u(p)

n=1

for every polynomial p: R — R with degp < 2N — 1. The nodes x{",...xy'
are the roots of the Nth Hermite polynomial Hy and the weights w{", ..., w§' are
positive and sum to one. The nodes and the weights are related to the eigenvalues
and eigenvectors of the tridiagonal Jacobi matrix formed out of three-term recurrence
relation coefficients of normalised Hermite polynomials [13, Theorem 3.1].

We make use of the following theorem, a one-dimensional special case of a more
general result due to Mysovskikh [27]. See also [8, Section 7]. This result also follows
from the Christoffel-Darboux formula (2.12).

Theorem 2.1 Let v be a measure on R. Suppose that xy, ..., xy and wy, ..., wy are
the nodes and weights of the unique Gaussian quadrature rule. Let po, ..., pn—1 be
the L?(v)-orthonormal polynomials. Then the matrix [P];j := Z,[l\]:_ol DPn(Xi) pu(x;)
is diagonal and has the diagonal elements [Pl;; = 1/w;.

2.4 Approximate weights at scaled Gauss-Hermite nodes

Let us now consider the approximate weights (2.6) with M = N. Assuming that @ is
invertible, we then have

wi & =) = (@ADT) DA, = Ty,

Note that the exponentially decaying Mercer eigenvalues, a major source of numerical
instability, do not appear in the equation for wy. The weights wy are those of the
unique quadrature rule that is exact for the N first eigenfunctions ¢, ..., ¢%_,. For
the Gaussian kernel, we are in a position to do much more. Recalling the form of
the eigenfunctions in Eq. (2.5), we can write ® = \/BE~!V for the diagonal matrix

@ Springer



T. Karvonen, S. Sarkka

[E;i := e‘sz"i2 and the Vandermonde matrix
1
V] = ﬁHj_l(ﬁaﬁxi) (2.8)

of scaled and normalised Hermite polynomials. From this it is evident that @ is
invertible—which is just a manifestation of the fact that the eigenfunctions of a totally
positive kernel constitute a Chebyshev system [17,30]. Consequently,

~ 1 T
wy =—=EV~ g,.

VB

Select the nodes

1

=~ GH

Xy = ——xo,
" ﬁozﬂ "

Then the matrix V defined in Eq. (2.8) is precisely the Vandermonde matrix of the
normalised Hermite polynomials and V V7 is the matrix P of Theorem 2.1. Let W,
be the diagonal matrix containing the Gauss—Hermite weights. It follows that VT =
WeV and

~

1 1
Wk =—EV gy = —EWsVo,. (2.9)

VB VB

Combining this equation with Lemma 2.1, we obtain the main result of this article.

Theorem 2.2 Let x{", ..., x5 and wi”, ..., w§ stand for the nodes and weights of
the N-point Gauss—Hermite quadrature rule. Define the nodes

1
% = xC, 2.10
N, (2.10)

Then the weights Wy, € RN of the N-point quadrature rule
N
Ok(f)i="Y_ Wi f Gn),
n=1

defined by the exactness conditions ék (%) = palpy) forn =0,...,N — 1, are

Win = | ——== wy e’ —_— - x,h),
kn =\ 1+ 282 n 2mmt \1 + 252 2m

m=0

@2.11)

where «, 8, and § are defined in Eq. (2.3) and Hay,, are the probabilists’ Hermite
polynomials (2.2).
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Since the weights wy, are obtained by truncating of the Mercer expansion of k, it is to
be expected that w; ~ wy. This motivates our calling of these weights the approximate
Gaussian kernel quadrature weights. We do not provide theoretical results on quality
of this approximation, but the numerical experiments in Sect. 5.2 indicate that the
approximation is accurate and that its accuracy increases with N. See [12] for related
experiments.

An alternative non-analytical formula for the approximate weights can be derived
using the Christoffel-Darboux formula [13, Section 1.3.3]

(2.12)

% H, (X)H O _ HyOHp+100) = Hy (OHm41(0)
— Mi(x —y) '

From Eq. (2.9) we then obtain (keep in mind that x{", ..., x%' are the roots of Hy)

GH 52 2 GH
Z—H (e

Wk.n =

T

m/ 6zzZH <x°H)H (faﬁx) e

_ wGH 8 ‘xn HN l(xGH) / HN(\/iaﬂx) 67(52+1/2)x2 dx
V2m(N —1)! \/zaﬁx —xgn
w8 Hy_y (x) [ Hy(x) 824172 ,
= exp| — ————x~)dx.
2JmaB(N — ! Jg x — xS* 20282

This formula is analogous to the formula

GH __ 1 HN(X) —x2/2 d
w = \/_ o i (& X
2n NHy_1(xgt) Jr X — X

for the Gauss—Hermite weights. Plugging this in, we get

222
~ b Hy (x) 7x2/2dx HN(X)
Wk, = _ GH GH
22maBN! Jr X — x8 — x8

84+ 12 5\ 4
2052/32 '

It appears that both wy , and Wy , of Theorem 2.2 are positive for many choices
of a; see Sect. 5.3 for experiments involving « = 1/+/2. Unfortunately, we have
not been able to prove this. In fact, numerical evidence indicates something slightly
stronger. Namely that the even polynomial

[N=D/2]

Ry n(x) = Z 3:/1_m|H2’" (x)

m=0 2
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of degree 2| (N — 1)/2] is positive for every N > 1 and (at least) every 0 < y < 1.
This would imply positivity of Wy, since the Gauss—Hermite weights w§" are positive.
For example, witho = 1/ V2,

202 B2 - 241 + 8¢2 1_\/14—882—1
14282 141482 14+/1+82

As discussed in [12] in the context of kernel interpolation, the parameter « acts
as a global scale parameter. While in interpolation it is not entirely clear how this
parameter should be selected, in quadrature it seems natural to set o = 1/+/2 so that
the eigenfunctions are orthonormal in Lz(u). This is the value that we use, though
also other values are potentially of interest since « can be used to control the spread
of the nodes independently of the length-scale £. In Sect. 3, we also see that this value
leads to more natural convergence analysis.

€, 1).

2.5 Effect of the length-scale

Roughly speaking, magnitude of the eigenvalues

2 = o e '
" a? + 8%+ &2 \a? + 82 + &2

determines how many eigenfunctions are necessary for an accurate weight approxi-
mation. We therefore expect that the approximation (2.11) is less accurate when the
length-scale £ is small (i.e.,e = 1/ (V20) is large). This is confirmed by the numerical
experiments in Sect. 5.

Consider then the case £ — o0. This scenario is called the flat limit in scattered
data approximation literature where it has been proved” that the kernel interpolant
associated to an isotropic kernel with increasing length-scale converges to (i) the
unique polynomial interpolant of degree N — 1 to the data if the kernel is infinitely
smooth [22,24,34] or (ii) to a polyharmonic spline interpolant if the kernel is of finite
smoothness [23]. In our case, £ — oo results in

e—>0, B—1, 82 =0, 2% — 0, and ¢ (x) — Hn(\/zax).

If the nodes are selected as in Eq. (2.10), ¥, — x&/(v/2a). That is, if & = 1/4/2

GH

@Y (x) = Hy(x), X, — xg", and Wy, — wy".

2 Itis interesting to note that the first published observation of analogous phenomenon is, as far as we are
aware of, due to O’Hagan [29, Section 3.3] in kernel quadrature literature, predating the work of Driscoll
and Fornberg [9]. See also [26] for early quadrature-related work on the topic.
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That the approximate weights convergence to the Gauss—Hermite ones can be seen,
for example, from Eq. (2.11) by noting that only the first term in the sum is retained at
the limit. Based on the aforementioned results regarding convergence of kernel inter-
polants to polynomial ones at the flat limit, it is to be expected that also wy , — wy"
as £ — oo (we do not attempt to prove this). Because the Gauss—Hermite quadrature
rule is the “best” for polynomials and kernel interpolants convergence to polynomials
at the flat limit, the above observation provides another justification for the choice
o = 1/+/2 that we proposed the preceding section.

When it comes to node placement, the length-scale is having an intuitive effect if
the nodes are selected according to Eq. (2.10). For small ¢, the nodes are placed closer
to the origin where most of the measure is concentrated as integrands are expected to
converge quickly to zero as |x| — oo, whereas for larger £ the nodes are more—but
not unlimitedly—spread out in order to capture behaviour of functions that potentially
contribute to the integral also further away from the origin.

2.6 On computational complexity

Because the Gauss—Hermite nodes and weights are related to the eigenvalues and
eigenvectors of the tridiagonal Jacobi matrix [13, Theorem 3.1] they—and the points
Xp—can be solved in quadratic time (in practice, these nodes and weights can be often
tabulated beforehand). From Eq. (2.11) it is seen that computation of each approximate
weight is linear in N: there are approximately (N — 1)/2 terms in the sum and the
Hermite polynomials can be evaluated on the fly using the three-term recurrence
formula H,11(x) = xH, (x) — nH,_1(x). That is, computational cost of obtaining
Xp and Wy, forn = 1,..., N is quadratic in N. Since the kernel matrix K of the
Gaussian kernel is dense, solving the exact kernel quadrature weights from the linear
system (1.2) for the points X, incurs a more demanding cubic computational cost.
Because computational cost of a tensor product rule does not depend on the nodes and
weights after these have been computed, the above discussion also applies to the rules
presented in Sect. 4.

3 Convergence analysis

In this section we analyse convergence in the reproducing kernel Hilbert space 57 C
C*°(R) induced by the Gaussian kernel of quadrature rules that are exact for the Mercer
eigenfunctions. First, we prove a generic result (Theorem 3.1) to this effect and then
apply this to the quadrature rule with the nodes %, and weights @y . If ZQ’ZI | Wien |
does not grow too fast with NV, we obtain exponential convergence rates.

Recall some basic facts about reproducing kernel Hilbert spaces spaces [4]: (i)
(f.k(x,),, = fx)forany f € s andx € Rand (i) f = Y720 A% (f, ¢2) @ for
any f € J.The worst-case error e(Q) of a quadrature rule Q(f) = Z,ILV:] wp f(xn)
is

e(Q):= sup |u(f)— 0.

Iflle <1
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Crucially, the worst-case error satisfies

() = Q(H)] = I flwe(Q)

for any f € 7. This justifies calling a sequence {Qy}%_; of N-point quadrature
rules convergent if e(Qn) — 0as N — oo. For given nodes x1, .. ., xy, the weights
wi = (Wk.1, - - ., Wk, n) of the kernel quadrature rule Q are unique minimisers of the
WOrst-case error:

N

wy = arg min  sup / fd,u—Zw,,f(x,,) .
weRN | fllz =1 |/R -

It follows that a rate of convergence to zero for e(Q) also applies to e(Qy).

A number of convergence results for kernel quadrature rules on compact spaces
appear in [5,7,14]. When it comes to the RKHS of the Gaussian kernel, charac-
terised in [25,36], Kuo and WozZniakowski [19] have analysed convergence of the
Gauss—Hermite quadrature rule. Unfortunately, it turns out that the Gauss—Hermite
rule converges in this space if and only if £ < 1/2. Consequently, we believe that the
analysis below is the first to establish convergence, under the assumption (supported
by our numerical experiments) that the sum of |@kn} does not grow too fast, of an
explicitly constructed sequence of quadrature rules in the RKHS of the Gaussian kernel
with any value of the length-scale parameter. We begin with two simple lemmas.

Lemma 3.1 The eigenfunctions ¢y admit the bound

sup |p2(x)] < K/Be™/?
n>0

for a constant K < 1.087 and every x € R.

Proof For each n > 0, the Hermite polynomials obey the bound
1 2 2 x2/2
—'H,,(x) <K-e 3.D
n!

for a constant K < 1.087 [10, p. 208]. See [6] for other such bounds.? Thus

@) (x)? = 2‘67282)(2 H, («/zaﬂx)z < K?Bexp ((Ol2,32 — 282)x2) =K?B e’
n!

3 In particular, the factor n~1/6 could be added on the right-hand side. This would make little difference
in convergence analysis of Theorem 3.1.

@ Springer



Gaussian kernel quadrature at scaled Gauss—Hermite nodes

Lemma3.2 Leta = 1/+/2. Then

g2 2
el/2B%) ¢ 0, 1)
1/2+ 82 + &2 ’

forevery £ > 0 ifand only if p < 2.

Proof The function

2y._ € p/B?
Ve = C

satisfies ¥ (0) = 0 and y (¢2) — 1 as €2 — oo. The derivative

dy(e?)  4eP/F (1 +42 — p)e?)
de2 42+ B2+ 13

is positive when p < 2. For p > 2, the derivative has a single root at 2 =1 /(4(p—2))
so that y(s(z)) > 1. Thatis, y(¢2) € (0, 1), and consequently y(EH1/2 € (0, 1), if and
only if p < 2. O

Theorem 3.1 Let « = 1/+/2. Suppose that the nodes xi,...,xy and weights
wi, ..., Wy of an N-point quadrature rule Q y satisfy

LYY lwal < Wy for some Wy > 0;
2. ON(®S) = u(@?) foreachn =0, ..., My — 1 for some My > 1;
3. SUpj <<y [Xnl <24/ Mpy/B.

Then there exist constants C1, Ca > 0, independent of N and Qn, and 0 < n < 1
such that

e(QN) < (14 CyWy)Con™,

Explicit forms of these constants appear in Eq. (3.4).

Proof For notational convenience, denote

A=, = 12 e Ry
TN 2482462\ 12482 4+62) T

and ¢, = ¢%. Becauseevery f € .# admits the expansion f = Y12 An (f. @n) 1 @n
and On(¢n) = u(ey) for n < My, it follows from the Cauchy—Schwarz inequality
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and |lgnll 7 = 1/+/An that

o0

Z An (fa (Pn)j/g [ (@n) — ON(Pn)]

n:MN

ln(f) — On ()|
(3.2)

A

<1fle D ' o) — Onien)|.

n=Mpy

From Lemma 3.1 we have |<p,, (x)| < K«/_e)ﬁ/4 for a constant K < 1.087. Conse-
quently, the assumption sup; ., <y |Xm| < 24/ My /B yields

sup  sup |@n(xn)| < Ky/B e/

1<m=<N n>0
Combining this with Holder’s inequality and L?(j1)-orthonormality of ¢,,, that imply
u(n) < u(p2)'/? = 1, we obtain the bound

N
@) = On @) < 1+ Twal |@n@a)| < 1+ K/BWy MV/F . (33)

m=1

Inserting this into Eq. (3.2) produces

() = QN (| < I f e (1 + Wy K BeMV/E ) 37 502

n=Mpy
) o
= 1/l (1 + KVBWy P ) T 57 a2
n=My 3.4)
0 NT e
= 1/ lLoe (1 + K/ BWy eM/F7) Sy M/
Fllz( VB )1—ﬁ
T
< U e (1 4+ K VBWa) L (Ve )
11—V
Noticing that /A e/ B < by Lemma 3.2 concludes the proof. O

Remark 3.1 From Lemma 3.2 we observe that the proof does not yield n < 1 (for
every {) if the assumption sup; ., <y [Xu| < 24/Mn/B on placement of the nodes is
relaxed by replacing the constant 2 on the right-hand side with C > 2.

_ Consider now the N-point approximate Gaussian kernel quadrature rule
Ok,N = Zfzv:l Wi.n f (X,) whose nodes and weights are defined in Theorem 2.2 and
seta = 1/+/2. The nodes x;" of the N-point Gauss—Hermite rule admit the bound [2]

sup |x,‘f“| <24/N —1

1<n<N
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for every N > 1. That is,

Since the rule Qk, N is exact for the first N eigenfunctions, My = N. Hence the
assumption on placement of the nodes in Theorem 3.1 holds. As our numerical exper-
iments indicate that the weights Wy, are positive and Z,/;/:l ]ﬁkn‘ — las N — oo,
it seems that the exponential convergence rate of Theorem 3.1 is valid for ék’ N (as
well as for the corresponding kernel quadrature rule Qx ) with My = N. Naturally,
this result is valid whenever the growth of the absolute weight sum is, for example,
polynomial in N.

Theorem 3.2 Let @ = 1/+/2 and suppose that Sup > Zrllv=1 ‘ﬁk‘n’ < 00. Then the

quadrature rules Qr n(f) = YN Wrn fGa) and Qx v (f) = SN win f (%)
satisfy

e(Qrn) < e(Orn) = O(™)

for0O<n <L

Another interesting case are the generalised Gaussian quadrature rules* for the
eigenfunctions. As the eigenfunctions constitute a complete Chebyshev system [17,
30], there exists a quadrature rule Q% with positive weights w7, ..., w} such that
Qj‘\,(gon) = u(py) foreveryn =0, ...,2N — 1 [3]. Appropriate control of the nodes
of these quadrature rules would establish an exponential convergence result with the
“double rate” My = 2N.

4 Tensor product rules

Let Q1, ..., Qg be quadrature rules on R with nodes X; = {x;1,...,x; n;} and
weights w’l, e, wﬁv, foreachi = 1, ..., d. The tensor product rule on the Cartesian

grid X := X| x --- x Xy C R? is the cubature rule

QU =(Qi® Q)= Y wsflxy), (4.1)
I<N
where .# € N is amulti-index, A4 = (Ni,...,Ny) € N, and the nodes and weights
are
d

X g = (xl,ﬂ(l)’ .. .xd,j(d)) € X and W g = wa](i).

i=1

4 Note that the cited results are for kernels and functions on compact intervals. However, generalisations
for the whole real line are possible [15, Chapter VI].
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We equip R? with the d-variate standard Gaussian measure

d
dpd (x) i= ()42 e IIP/2 gy — [ Jdueo. 4.2)
i=1

The following proposition is a special case of a standard result on exactness of tensor
product rules [28, Section 2.4].

Proposition 4.1 Consider the tensor product rule (4.1) and suppose that, for each
i=1,...,d, Q; (gon) = ,u(gon)for some functions ¢, . . ., goN[ R — R. Then

0/(f) = () for every f € span {[T ¢/, ) = 7 = 1]

When a multivariate kernel is separable, this result can be used in constructing ker-
nel cubature rules out of kernel quadrature rules. We consider d-dimensional separable
Gaussian kernels

d
K (x, y)_exp<_%z()@ y’) Hexp( %2 ) Hk(x,,y,

(4.3)

where ¢; are dimension-wise length-scales. For eachi = 1, ..., d, the kernel quadra-
ture rule Qy; with nodes X; = {x; 1,...,x; n;} and Welghts wk 1 wk N; is, by
definition, exact for the N; kernel translates at the nodes:

Ori(k(xin, ) = p(k(xin, )

foreachn =1, ..., N;.Proposition 4.1 implies that the d-dimensional kernel cubature
rule QZ at the nodes X = X x --- x Xy is a tensor product of the univariate rules:

QL) = Q1 ® ++ ® Qka) ()= D wi s flxyp), (4.4)
TN

with the weights being products of univariate Gaussian kernel quadrature weights,
W7 = ]_[fl:l wy..7i)- This is the case because each kernel translate k9 (x, ), x € X,
can be written as

d
ey =T ki)
i=1
by separability of k<.

We can extend Theorem 2.2 to higher dimensions if the node set is a Cartesian
product of a number of scaled Gauss—Hermite node sets. For this purpose, for each
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i =1,...,d we use the L(/Lal.)z-orthonormal eigendecomposition of the Gaussian
kernel k;. The eigenfunctions, eigenvalues, and other related constants from Sect. 2.1
for the eigendecomposition of the ith kernel are assigned an analogous subscript.
Furthermore, use the notation

d
Ay = H)‘D}(i) and g7 (x) = n(pj(’)(xl
i=1

Theorem4.1 Fori = 1,...,d, let x7, ... ,xf*j\,i and wif, ... wf’jvl_ stand for the
nodes and weights of the N;-point Gauss—Hermite quadrature rule and define the
nodes

. 1 o
Kin = X 4.5)
o V2a; 8 "

Then the weights of the tensor product quadrature rule

0L(f):= ) s fEs,
I<N

that is defined by the exactness conditions éz (0.9) = u () for every & < N,
~ d ~i
are Wy sy = [[i_, Wy oo for

' 1 1/2 o Lv=D72) 20282 m
- GH Xin i H GH
Yk (1 + 233) Wi © mX:%) 2! (1 + 2687 ) 2 X

where «, 8, and § are defined in Eq. (2.3) and Ha,, are the probabilists’ Hermite
polynomials (2.2).

As in one dimension, the weights W s are supposed to approximate wy . More-
over, convergence rates can be obtained: tensor product analogues of Theorems 3.1
and 3.2 follow from noting that every function f: RY — R in the RKHS 7 of k¢
admits the multivariate Mercer expansion

FO) =21 00) a0 ).
I>0

See [18] for similar convergence analysis of tensor product Gauss—Hermite rules

in 74,

Theorem4.2 Leta) = = oy = 1/\/5. Suppose that the nodes x; 1, . .., x; N, and
weights wy, ..., wﬁ\,i of the N;-point quadrature rules Q1,ny, ..., Qa,n, satisfy

N: .
1. supj_i—y pI ‘WZ
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2. Qin(@5) = u(ey) foreachn =0,..., My, —landi = 1,...,d for some
MN,‘ > 1;

3. supy <, |Xin| <2/My;/B foreachi =1,....d.

Define the tensor product rule
Qfl/y =0IN® - ®Qun,-

Then there exist constants C > 0, independent of A and QiV, and 0 < n < 1 such
that

e(Q?) = cwin",
where M = min(My,, ..., My,). Explicit forms of C and n appear in Eq. (4.10).

Proof The proof is largely analogous to that of Theorem 3.1. Since f € . can be
written as

f= Z A \fr0.0) pa 0.0+

>0

by defining the index set
A gy = {ﬂ eN: 7)) > My; for atleastone i € {1, ...,d}} c N

we obtain

1 = Q| =| X hslf0s) (100 - Q% 00])
Sed y

Consequently, the Cauchy—Schwarz inequality yields

W = QD = Wl Y 2 |0 = @ tp0)
feﬁfjf
(4.6)
=1 lpee®? Y W12 |ud o) - 0% 00|
Sed y

where we again use the notation

1/2 &2
T = ——and A= ———.
1/2 482+ &2 1/2 482 + &2
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Since u(¢,) < 1foranyn > 0, integration error for the eigenfunction ¢ _» satisfies

‘ud(w) - Qiy(w)‘

d d
Hﬂ(fp,%(i)) - H Oi.N; (@.73))

i=l i=1
d—1
[1(0.7@) — Qa.N,@.7a)] l—[ w(@.7 i)

i=l (4.7)
d—1 d—1 ‘

+ Qd,Nd(wﬂ(d))< [Tunesay -] Qi (‘Pﬂ(i)))
i=l1 i=1

< |u@srw) — Qang@sw)|

d—1 d-1
+ | Qan, (0.5 H w@zaiy) — l_[ Qi.N; (07i))| -
i=1 i=1

Define the index sets 93(’%(] )={j <i<d: 7(i) = My,} and their cardinalities
b (I) =#PB ,(F) < d—j+]1forj > 1.Because |1(¢.7) — Qi.n: (9.7:)] =0

and |Q,~,N,. ((p]l(,-))I = |,u(goy(,<))| < 1if #(i) < My, expansion of the recursive
inequality (4.7) gives

(ud(w) - Qiy(w)‘

d d
< Z l(p.ray) — Qi (0.00)| l—[ ’Qj,N_; (ﬂ"f(j)))

i=1 j=itl

d 4.8)

= Z (e i) — Qin (9.0 1_[ ‘Qj,/v,- (‘P,ﬂ(j))‘

ie#l, (F) Jj=i+1
< Z ln(e.r@y) — Qi (0.0 l_[ ‘Qj,N_, ((Pj(j))‘~

e, (7) jeBNI)

Equation (3.3) provides the bounds |u(¢y(i))—Ql-,N,. ((pj(,-))| <1+K/BW 4 eMvi 182

and |Q,‘,N,. (¢j(i))| < KJBW 4 eMNi /B for the constant K = 1.087 that, when
plugged in Eq. (4.8), yield

1@ - 0%y (0|

2
< Y (+kVBW MY T kyBW M (4.9)
A, (I) JeB NI
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; 1
= > (1+K\/EWWGMN"/’L}Z)(Kx/BW//)b‘;/l(ﬂ)exp<ﬂ2 > MNf)

ieB, (I) JeBYNI)
b, (F) 1
<2 ) (KVBW) " exp (}32 > MN,-),
ie#, (F) je# , (F)

where the last inequality is based on the facts that i € %’/// (#)ifi e ﬁgl//l(ﬂ ) and
1+ KJ/BW M, /B <2K./BW. y eMNi/’gQ, a consequence of K,B, W 4y > 1.

Equations (4.6) and (4.9), together with Lemma 3.2, now yield
() = 04 ()l
i 7 1
<2 flpar®? Y AV ST (kBW )P D exp (/32 > MNj)

Jedy i€, (F) je# ,, (F)

7 1
<20 flpat?P(KVEW ) S A2 exp(ﬁz > MN.;)

Jed y ieB, (F) je# , (I)
< 2| fllyat?P (K JBW )" 3 Al I 1218
Jed y
= 24| fllypa (KVBW ) S (Vael /P
Jed y
< 21 fll ya (K/TBW_ ) (Vi /B )M 37 (el /8]
>0
d
o d( /5 el/P? %;)
=2d K w A .
1 1La (KN TBW )" (Vael )T o
The claim therefore holds with
K d
c= 2d<T m> and 5 =+relP <1, (4.10)
— c

A multivariate version of Theorem 3.2 is obvious.

5 Numerical experiments
This section contains numerical experiments on properties and accuracy of the

approximate Gaussian kernel quadrature weights defined in Theorems 2.2 and 4.1.
The experiments have been implemented in MATLAB, and they are available at
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https://github.com/tskarvone/gauss-mercer. The value o = l/ﬁ
is used in all experiments. The experiments indicate that

1. Computation of the approximate weights in Eq. (2.11) is numerically stable.

2. The weight approximation is quite accurate, its accuracy increasing with the num-
ber of nodes and the length-scale, as predicted in Sect. 2.5.

3. The weights wy , and Wy, are positive for every N andn = 1, ..., N and their
sums converge to one exponentially in N.

4. The quadrature rule Qj converges exponentially, as implied by Theorem 3.2 and
empirical observations on the behaviour of its weights.

5. In numerical integration of specific functions, the approximate kernel quadrature
rule Oy can achieve integration accuracy almost indistinguishable from that of
the corresponding Gaussian kernel quadrature rule Qj and superior to some more
traditional alternatives.

This suggest Eq. (2.11) can be used as an accurate and numerically stable surrogate for
computing the Gaussian kernel quadrature weights when the naive approach based on
solving the linear system (1.2) is precluded by ill-conditioning of the kernel matrix.
Furthermore, the choice (2.10) of the nodes by scaling the Gauss—Hermite nodes
appears to yield an exponentially convergent kernel quadrature rule that has positive
weights.

5.1 Numerical stability and distribution of weights

We have not encountered any numerical issues when computing the approximate
weights (2.11). In this example we set N = 99 and examine the distribution of
approximate weights Wy , for £ = 0.05, £ = 0.4 and ¢ = 4. Figure 1 depicts (i)
approximate weights Wy ,, (i) absolute kernel quadrature weights |wk,n | obtained by
solving the linear system (1.2) for the points X, and, for £ = 4, (iii) Gauss—Hermite
weights w". The approximate weights Wy, display no signs of numerical instabili-
ties; their magnitudes vary smoothly and all of them are positive. That Wy ; > Wk 2
for £ = 0.05 appears to be caused by the sum in Eq. (2.11) having not converged
yet: the constant 2a?8%/(1 + 282) — 1, that controls the rate of convergence of this
sum, converges to 1 as £ — 0 (in this case its value is 0.9512) and Hp,, (x{") > 0 for
every m = 1,...,49 while Hy, (xi") < 0 for m = 46, 47, 48, 49. This and further
experiments in Sect. 5.2 merely illustrates that quality of the weight approximation
deteriorates when £ is small—as predicted in Sect. 2.5. Behaviour of Wy, is in stark
contrast to the naively computed weights wy , that display clear signs of numerical
instabilities for £ = 0.4 and £ = 4 (condition numbers of the kernel matrices were
roughly 2.66 x 10'6 and 3.59 x 10'®). Finally, the case ¢ = 4 provides further evi-
dence for numerical stability of Eq. (2.11) since, based on Sect. 2.5, Wy, — wg"
as £ — oo and, furthermore, there is reason to believe that wy , would share this
property if they were computed in arbitrary-precision arithmetic. Section 5.3 and the
experiments reported by Fasshauer and McCourt [12] provide additional evidence for
numerical stability of Eq. (2.11).
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¢=0.05 (=4
. 10 R,
10 »
10-9 10738 g °  Win
&
o * [Win| (pos)
<
% * ‘Wk,nl (neg)
v .
107" 10-7
1 10 20 30 40 50 1 10 20 30 40 50 1 10 20 30 40 50
n n n

Fig. 1 Absolute kernel quadrature weights, as computed directly from the linear system (1.2), and the
approximate weights (2.11) for N = 99, nodes Xy ,, and three different length-scales. Red is used to
indicate those of wy ,, that are negative. The nodes are in ascending order, so by symmetry it is sufficient
to display weights only for n = 1, ..., 50 (in fact, wy , are not necessarily numerically symmetric; see
Sect. 5.2). The Gauss—Hermite nodes and weights were computed using the Golub—Welsch algorithm [13,
Section3.1.1.1]and MATLAB’s variable precision arithmetic. Equation (2.11) did not present any numerical
issues as the sum, which can contain both positive and negative terms, was always dominated by the positive
terms and all its terms were of reasonable magnitude

5.2 Accuracy of the weight approximation

Next we assess quality of the weight approximation w; ~ wy. Figure 2 depicts the
results for a number of different length-scales in terms of norm of the relative weight
error,

N ~ 2
Z (wk,n - wk,n) s.1)

w
n=1 k.n

As the kernel matrix quickly becomes ill-conditioned, computation of the kernel
quadrature weights wy is challenging, particularly when the length-scale is large.
To partially mitigate the problem we replaced the kernel quadrature weights with their
QR decomposition approximations w,’(” derived in Sect. 2.2. The truncation length M
was selected based on machine precision; see [12, Section 4.2.2] for details. Yet even
this does not work for large enough N. Because kernel quadrature rules on symmetric
point sets have symmetric weights [16,28, Section 5.2.4], breakdown in symmetricity
of the computed kernel quadrature weights was used as a heuristic proxy for emer-
gence of numerical instability: for each length-scale, relative errors are presented in
Fig. 2 until the first N such that |1 — Wi, N/Wk,1 | > 1070, ordering of the nodes being
from smallest to the largest so that wi, y = wy, 1 in absence of numerical errors.

5.3 Properties of the weights
Figure 3 shows the minimal weights min,—;, n Wk, and convergence to one of

2,11\1:1 |wk,n| for a number of different length-scales. These results provide strong
numerical evidence for the conjecture that Wy , remain positive and that the assump-
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Fig.2 Relative weight approximation error (5.1) for different length-scales

N ~
1- Zn:l |wlf7n|
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107% —— =05 |[1077
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—48
1o (=18 107
20 40 60 80 100 60 80 100
Number of nodes (V) Number of nodes (N)

Fig. 3 Minimal weights and convergence to one of the the sum of absolute values of the weights for six
different length-scales

tions of Theorem 3.2 hold. Exact weights, as long as they can be reliably computed
(see Sect. 5.2), exhibit behaviour practically indistinguishable from the approximate
ones and are not therefore depicted separately in Fig. 3.

5.4 Worst-case error

The worst-case error e(Q) of a quadrature rule Q(f) = Z,Ilvzl wy, f (x,) in a repro-
ducing kernel Hilbert space induced by the kernel k is explicitly computable:

N N
e(Q) = plky) + D wawmk (X, Xm) =2 wiky (). (5.2)
n,m=1 n=1
Figure 4 compares the worst-case errors in the RKHS of the Gaussian kernel for

six different length-scales of (i) the classical Gauss-Hermite quadrature rule, (ii) the
quadrature Qx(f) = Zflv:] Wi . f (X,) of Theorem 2.2, and (iii) the kernel quadrature
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0, =08, =10, l3=12 01 =02, =04, £3=06

—e— £ = £ (SGHKQ)
—s— £ = £ (SGHKQ)
—— £ = £3 (SGHKQ)
e £ = £ (UKQ)

TN
o
™ ST

had e TOUSN

-
5 ceme £ = £y (UKQ)
£ e £ = £3 (UKQ)
o - e- £=1¢ (GH)
$ -m- L=ty (GH)
X —%- £=¢3 (GH)
a
=

5 10 15 20 40 60
Number of nodes (N) Number of nodes (N)
Fig.4 Worst-case errors (5.2) in the Gaussian RKHS as functions of the number of nodes of the quadrature
rule of Theorem 2.2 (SGHKQ), the kernel quadrature rule with nodes placed uniformly between the largest

and smallest of X, (UKQ), and the Gauss—Hermite rule (GH). WCEs are displayed until the square root of
floating-point relative accuracy (= 1.4901 x 10~8) is reached

rule with its nodes placed uniformly between the largest and smallest of x,,. We observe
that ék is, for all length-scales, the fastest of these rules to converge (the kernel
quadrature rule at X, yields WCEs practically indistinguishable from those of O
and is therefore not included). It also becomes apparent that the convergence rates
derived in Theorems 3.1 and 3.2 for Qy are rather conservative. For example, for
¢ = 0.2 and £ = 1 the empirical rates are e(Qk) O(e=N) with ¢ ~ 0.21 and
c ~ (.98, respectively, whereas Eq. (3.4) yields the theoretical values ¢ ~ 0.00033
and ¢ &~ 0.054, respectively.

5.5 Numerical integration
Set £ = 1.2 and consider the integrand
d cix?
vy .
fx) = Hexp (— 75)# (5.3)
i=1

When 0 < ¢; < 4and m; € Nforeachi = 1,...,d, the function is in JZ [25,
Theorems 1 and 3]. Furthermore, the Gaussian integral of this function is available in
closed form:

)~ d/zf f(x)e_”x“ /2 4y — 1—[—'< L )mH—l(;)(mH-l)/Z
2mi/2(m; /2)! N 14 €2/c;

when m; are even (when they are not even, the integral is obviously zero). Figure 5
shows integration error of the three methods (or, in higher dimensions, their tensor
product versions) used in Sect. 5.4 and the kernel quadrature rule based on the nodes
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SGHKQ

Integration error

10 20 30 1! 102 10° 10*
Number of nodes (N) Number of nodes (N)

Fig. 5 Error in computing the Gaussian integral of the function (5.3) in dimensions one and three using
the quadrature rule of Theorem 2.2 (SGHKQ), the corresponding kernel quadrature rule (KQ), the kernel
quadrature rule with nodes placed uniformly between the largest and smallest of X, (UKQ), and the Gauss—
Hermite rule (GH). Tensor product versions of these rules are used in dimension three

Xpfor()d = 1,my = 6,¢c; =3/2and (i) d = 3, m = 6, my =4, m3 =2,
c1 = 3/2,¢c3 = 3, c3 = 1/2. As expected, there is little difference between Qj and
Ok-
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