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Abstract

We present a deterministic polynomial time approximation scheme (PTAS) for computing the algebraic rank of a set of bounded degree polynomials. The notion of algebraic rank naturally generalizes the notion of rank in linear algebra, i.e., instead of considering only the linear dependencies, we also consider higher degree algebraic dependencies among the input polynomials.

More specifically, we give an algorithm that takes as input a set \( f := \{f_1, \ldots, f_n\} \subset F[x_1, \ldots, x_m] \) of polynomials with degrees bounded by \( d \), and a rational number \( \epsilon > 0 \) and runs in time \( O((nmd^{O(\sqrt{d})}) \cdot M(n)) \), where \( M(n) \) is the time required to compute the rank of an \( n \times n \) matrix (with field entries), and finally outputs a number \( r \), such that \( r \) is at least \((1 - \epsilon)\) times the algebraic rank of \( f \).

Our key contribution is a new technique which allows us to achieve the higher degree generalization of the results by Bläser, Jindal, Pandey (CCC’17) who gave a deterministic PTAS for computing the rank of a matrix with homogeneous linear entries. It is known that a deterministic algorithm for exactly computing the rank in the linear case is already equivalent to the celebrated Polynomial Identity Testing (PIT) problem which itself would imply circuit complexity lower bounds (Kabanets, Impagliazzo, STOC’03).

Such a higher degree generalization is already known to a much stronger extent in the non-commutative world, where the more general case in which the entries of the matrix are given by polynomialized formulas reduces to the case where the entries are given by linear polynomials using Higman’s trick, and in the latter case, one can also compute the exact rank in polynomial time (Garg, Gurvits, Oliviera, Wigderson, FOCS’16, Ivanyos, Qiao, Subrahmamnyam, ITCS’17). Higman’s trick only preserves the co-rank, hence it cannot be used to reduce the problem of rank approximation to the case when the matrix entries are linear polynomials. Thus our work can also be seen as a step towards bridging the knowledge gap between the non-commutative world and the commutative world.

1 Introduction

This article is a result of an exploration of three related fundamental themes in algebra from a computational perspective - polynomial identities, algebraic dependence of polynomials and rank of symbolic matrices. These are already known to be crucial in several aspects of the theory of computation. In this introduction, we give a brief overview of these three themes, the corresponding naturally arising computational problems, the interrelations among them and their applications to theoretical computer science.

1.1 Polynomial identity testing. Polynomial identities are useful and ubiquitous in mathematics and computer science. Simple examples include the two square identity: \((a^2 + b^2)(x^2 + y^2) = (ax - by)^2 + (bx + ay)^2\), which can be used to show that the distance is invariant under a rotation of axes. Similarly the identity \(\sum_{1 \leq i < j \leq 4} (x_i + x_j)^4 + (x_i - x_j)^2 = 6(x_1^2 + x_2^2 + x_3^2 + x_4^2)^2\) was used by Liouville to show that every positive integer is a sum of at most 34 fourth powers of integers. More recently, even an identity as simple as \(2xy = (x + y)^2 - x^2 - y^2\) was crucial in demonstrating the power of an approximative model of computation in
algebraic complexity theory [BIZ18, Kum18]. Having an awareness of the pervasiveness of polynomial identities in mathematics, perhaps one would not be surprised to discover the extent of applications of the computational problem of testing if a given compact representation of a polynomial (arithmetic circuit) is indeed computing the identically zero polynomial. The celebrated Polynomial Identity Testing (PIT) question asks that given an arithmetic circuit $C$ computing a polynomial $f \in \mathbb{F}[x_1, \ldots, x_m]$, test if $f$ is the zero polynomial. The PIT problem captures several problems in algebra and combinatorics. For example, its special case captures the perfect matching problem via the Tutte Matrix [Tut47, Lov79]. The breakthrough primality testing algorithm by Agrawal, Kayal and Saxena [AKS04] also reduced the primality testing problem to a special case of the PIT problem. PIT was also crucial in Shamir’s proof of $IP = \text{PSPACE}$ [Sha92]. Kabanets and Impagliazzo showed that a deterministic polynomial time algorithm would imply circuit complexity lower bounds, i.e., either $\text{NEXP} \not\subseteq \text{P}/\text{Poly}$ or the permanent does not have polynomial sized arithmetic circuits [KI04].

1.2 Algebraic dependence of polynomials. Algebraic dependence is a fundamental concept in algebra that captures polynomial relationships among polynomials. Polynomials $f_1, \ldots, f_m \in \mathbb{F}[x_1, \ldots, x_n]$ are called algebraically dependent over a field $\mathbb{F}$ if there exists a non-zero polynomial $A(y_1, \ldots, y_m) \in \mathbb{F}[y_1, \ldots, y_m]$ such that $A(f_1, \ldots, f_m) = 0$ and such an $A$ is called an annihilating polynomial of $f_1, \ldots, f_m$. If no such nonzero polynomial $A$ exists, then the given polynomials are called algebraically independent over $\mathbb{F}$.

For example, $f_1 = (x + y)^2$ and $f_2 = (x + y)^3$ are algebraically dependent over any field, as $y_1^2 - y_2^3$ is an annihilating polynomial. Polynomials $x + y$ and $x^p + y^p$ are dependent over $\mathbb{F}_p$, but independent over $\mathbb{Q}$. The monomials $x_1, x_2, \ldots, x_n$ are an example of algebraically independent polynomials over any field.

Algebraic dependence can be viewed as a generalization of linear dependence as the former captures algebraic relationships of any degree, whereas the latter captures linear relationships. Algebraic dependence shares a few combinatorial properties (known as matroid properties, see [Orl08]) with linear dependence. For example, if a set of polynomials is algebraically independent then any subset of them is algebraically independent.

The algebraic rank, also known as transcendence degree, of a set of polynomials is defined as the maximal number of algebraically independent polynomials and it is well defined thanks to the matroid properties. The concepts of rank and basis in linear algebra have analogs here as algebraic rank and transcendence basis, respectively.

Algebraic rank is a generalization of several natural problems in algebra and combinatorics, for example, computing the size of the maximum matching in general graphs is also a special case of the problem. More generally, it is a generalization of the celebrated Polynomial Identity Testing (PIT) problem, which itself generalizes several problems including the Primality Testing problem. The notion of algebraic rank has been used to make progress on PIT by helping in the hitting set construction for $\text{VP}$ [GSS18] and by being crucial in solving several special cases of the PIT problem [ASSS12, KS16], and very recently has also been used in the famous Integer Factorization problem [ASS16]. It has also been used to construct explicit extractors, condensers and dispersers for polynomial sources [DGW09], crucial in the area of pseudorandom generators. It was also important in proving the best known general formula lower bounds for determinant [Kal85], and more recently for proving strong lower bounds for restricted class of arithmetic circuits [ASSS12, KS16, PSS18].

1.3 Rank of symbolic matrices. Symbolic matrices, i.e., matrices with polynomial entries are another ubiquitous objects in mathematics. Edmonds [Edm67] was the first one who explicitly stated the problem of computing rank of the symbolic matrix when the entries are linear forms. Some applications of symbolic rank computation in computer science include the algebraic algorithm for maximum matching problem for bipartite and general graphs [Lov79, MVV87, FG16]. Even the linear matroid parity problem and the linear matroid intersection problem are special cases of the commutative rank problem of symbolic matrices with linear forms as entries (see [SV07, GS86, Orl08, Har09, GT17]). Owing to the works of Valiant and Mahajan-Vinay, we know that the rank computation of symbolic matrices (the decision version) with linear entries is equivalent to Polynomial Identity Testing (PIT) for Algebraic Branching Programs (ABP) [Val79, MV97] which became a central problem in complexity theory after the results of Kabanets and Impagliazzo showing that a deterministic algorithm for PIT would imply circuit complexity lower bounds. When the entries are allowed to be higher degree polynomials, too, the symbolic matrix rank computation also captures the computation of the rank of the Jacobian matrix, which in turn captures the algebraic rank problem over fields of zero characteristic via the classical Jacobian criterion. It also captures the rank of the Hessian matrix which like the Jacobian matrix is pervasive in mathematics and physics. For example, using the Katz’s dimension formula, the rank of the Hessian matrix corresponds to the dimension of the dual va-
1.4 A tale of three computational problems.

In this section, we give an account of the three main computational problems relevant to the paper, each inspired by one of themes discussed in the above subsections. In order to discuss them more precisely, we have to specify the representation of the input polynomials. An arithmetic circuit is a directed acyclic graph consisting of addition (+) and multiplication (×) gates as nodes, takes variables $x_1, \ldots, x_n$ and field constants as input (leaves), and outputs a polynomial $f(x_1, \ldots, x_n)$. This is a succinct representation of multivariate polynomials, as polynomials of high degree (or having many monomials) can be represented by small circuits.

**Problem 1.1. (PIT)** Given an arithmetic circuit $C$ computing a polynomial $f \in \mathbb{F}[x_1, \ldots, x_m]$, test if $f$ is identically zero.

**Problem 1.2. (AlgRank)** Given arithmetic circuits $C_1, \ldots, C_n$ computing polynomials $f_1, \ldots, f_n \in \mathbb{F}[x_1, \ldots, x_m]$, compute $\text{algRank}(\{f_1, \ldots, f_n\})$.

**Problem 1.3. (RANK)** Given an $n \times n$ matrix $Q(x_1, x_2, \ldots, x_m) = (q_{ij})_{n \times n}$ whose entries are given by arithmetic circuits $C_{ij}$ computing polynomials $q_{ij} \in \mathbb{F}[x_1, \ldots, x_m]$, compute the rank of $Q$ over $\mathbb{F}(x_1, \ldots, x_m)$.

1.4.1 Connections among the three problems.

It is clear that PIT reduces to the decision version of RANK. In fact, it is known that the case of RANK, where the entries are just linear forms, is strong enough to capture PIT for algebraic branching programs (ABP) [Val79, MV97]. It is also easy to see that PIT reduces to the decision version of AlgRank: we can just give our input instance to the AlgRank problem and ask whether the algebraic rank is 0 or 1. It might happen that the circuit was computing a non-zero constant polynomial, in this case the algebraic rank will not be able to certify the non-zeroness, because the algebraic rank is still 0 in this case. However, this is an easy case anyway, because we can test these cases beforehand simply by evaluating the circuit on the point $(0, \ldots, 0)$ and checking if the circuit evaluates to 0. It might be the case that the value at $(0, \ldots, 0)$ is too large to compute, since in the most general setting, the formal degree of the circuit can be exponential. In this case, we can alternatively check whether $x_1 \cdot f$ has algebraic rank 0 or 1, where $f$ is the polynomial computed by the circuit.

Over fields of characteristic zero, the problem AlgRank reduces to the problem RANK via the classical Jacobian criterion:

**Definition 1.1. (Jacobian)** The Jacobian of polynomials $f = \{f_1, \ldots, f_n\} \subset \mathbb{F}[x_1, \ldots, x_m]$ is the matrix $\mathcal{J}_F(f) = \left(\frac{\partial f_i}{\partial x_j}\right)_{m \times n}$, where $\frac{\partial f_i}{\partial x_j} := \frac{\partial f_i}{\partial x_j}$.

We state the classical Jacobian criterion [Jac41, PSS18].

**Lemma 1.1. (Jacobean criterion)** Let $f \subset \mathbb{F}[x]$ be a finite set of polynomials of degree at most $d$, and $\text{algRank}_d f \leq r$. If $\text{char}(\mathbb{F}) = 0$, or $\text{char}(\mathbb{F}) > d^r$, then $\text{algRank}_d f = \text{rank}(\mathbb{F}[x]) \mathcal{J}_F(f)$.

Thus, in order to solve AlgRank for a set of polynomials $f$, it suffices to solve RANK for the matrix where the entries are the first order partial derivatives of the elements in $f$. Now, we know that for a given arithmetic circuit $C$ of size $s$ computing a polynomial $f$, there exists an arithmetic circuit $C'$ of size $O(s)$ computing all the first order partial derivatives of $f$ ([BS83], see also [SY10, Section 2.3]). Thus having a deterministic poly-time algorithm for computing the rank of a matrix with entries given by arithmetic circuits, we can solve the AlgRank problem in deterministic polynomial time when the input is given as the arithmetic circuits of the set of polynomials whose algebraic rank we want to compute.

Similarly, if the input to our AlgRank problem is a set of polynomials with bounded degrees (say, with an upper bound of $d$), the Jacobian matrix will have entries which are polynomials with degrees bounded by $d-1$. So, in order to solve the bounded degree version of the AlgRank problem, it suffices to solve the bounded degree version of the RANK problem.

Thus, over fields of characteristic 0, it suffices to solve RANK in order to solve PIT and AlgRank. In order to give a PTAS for the AlgRank problem for bounded degree polynomials, we give a PTAS for the RANK problem where entries of the matrix are bounded degree polynomials. We remind the reader that the decision version of the RANK problem in the bounded degree case still gives an unbounded degree PIT instance (simply recall that it is already true when the entries were linear forms). In fact, for the RANK and the AlgRank problem, we need such restrictions, else we will have to solve the general PIT problem beforehand.

1.4.2 The current status of the three problems.

All of the three problems can be solved in randomized polynomial time thanks to the Schwarz-Zippel lemma [Sch80, Zip79, DL78]. For RANK, we just need...
to evaluate our polynomials at a random point to obtain a matrix of field elements, and the lemma guarantees that with high probability the rank of the obtained matrix over the base field \( F \) would be the same as the rank of the original matrix (over the function field \( F(x_1, \ldots, x_n) \)). And as we already pointed out in Section 1.4.1, RANK is the most general of the three problems, all the three problems can be solved in randomized polynomial time. However, a deterministic algorithm has remained elusive for all of the three problems. For the simplest problem among the three, i.e., the PIT problem, we know deterministic polynomial time algorithms only in special cases. For example, when the input is given in the sparse representation, a deterministic polynomial time algorithm is known [KS01]. Similarly, if the input is a diagonal depth 3 circuit, we know a deterministic polynomial time algorithm [Sax08]. There has been a plethora of works derandomizing special cases in polynomial or quasipolynomial time. We refer the reader to the excellent surveys on the problem by Saxena [Sax09, Sax14] and Shpilka and Yehudayoff [SY10] for a detailed account of the progress and techniques involved in derandomizing the PIT problem. Derandomizing the RANK problem in its simplest case, i.e., when the entries are just linear forms has already proven to be very challenging. It is equivalent to solving PIT problem for Algebraic Branching Programs (ABPs). Only for very restricted classes of ABPs (the so called ROABP model and its variants), we know how to derandomize PIT ([RS05a, FS13, FSS14, GKS16]). Recently, [BJP18] gave a derandomization for approximately computing the rank, i.e., they gave a deterministic PTAS for the RANK problem, when the entries are linear forms.

1.4.3 RANK in the non-commutative world.

We point out that in the non-commutative world, several computational problems are better understood as compared to the commutative world. For example, PIT for non-commutative formulas is known to be in polynomial time [RS05b]. Moreover, exponential lower bounds are known against non-commutative formulas and algebraic branching programs [Nis91]. The same is true for the RANK problem in the non-commutative world. Here, Garg, Gurvits, Oliveira, and Wigderson [GGOW16] and Ivanovs, Qiao, and Subrahmaniam [IQS17], gave a deterministic polynomial time algorithm for the RANK problem when the entries of the matrices are linear forms. In fact, they also solved the RANK problem when the entries are given by formulas, because in the non-commutative world, the case in which the entries are given by formulas reduces to the case in which the entries are given by linear forms using Higman’s trick ([Hig40], see [GGOW15, Appendix A.1]). One would be tempted to use the same trick for the commutative rank and then use the deterministic PTAS for linear forms case given by [BJP18] to have a deterministic PTAS for the case in which the entries are given by formulas. Unfortunately, this trick does only preserves the co-rank. Hence, it is not useful for computing an approximation of the rank in the general RANK problem, since it enlarges the size of the matrix. Another interesting fact is that in the case when the entries are linear forms, we know that the non-commutative rank (see [GGOW15] for a definition) is at most twice the commutative rank [FR04]. Thus, an algorithm for the non-commutative rank gives a 1/2-approximation for the commutative rank when the entries are linear forms. Here, one would be tempted to claim that even when the entries are given by formulas, we get a 1/2-approximation for the commutative rank using the known exact algorithms for the non-commutative rank. This also does not work unfortunately. The following very simple example denies any such possibilities when entries compute higher degree polynomials.

Let \( f = xy - yx \). Consider, the following 1 \times 1 matrix \( Q \),

\[
Q = \begin{bmatrix} f \end{bmatrix}.
\]

Notice that the non-commutative rank of \( Q \) is 1, but the commutative rank is 0. This gap can be made arbitrarily large by simply taking a diagonal matrix with all the diagonal entries being \( xy - yx \). Thus, in general, we cannot approximate the commutative rank with non-commutative rank.

Thus, there is a huge knowledge gap that we are observing between the commutative world and the non-commutative world with respect to the RANK problem. On the one hand, we have polynomial time algorithms for exact rank computation in the non-commutative world even when the entries are given by formulas, whereas in the commutative case, all we have is a deterministic PTAS, that only works in the case when the entries of the matrix are linear forms. No deterministic PTAS was known even when the entries of the matrix are given by quadratic forms. In this work, we solve precisely a more general version of this, i.e., we give a deterministic PTAS in the case when the entries are given by polynomials whose degrees are bounded by an arbitrary constant, hence taking another step towards bridging this knowledge gap between the two worlds.
2 Our Results

In this paper, we give the first deterministic polynomial time approximation scheme (PTAS) for the RANK problem under the restriction that the entries of the matrix are bounded degree polynomials. We give a new technique which allows us to achieve generalizations to higher degrees of the results of [BJP18], who gave a PTAS for the RANK problem when the entries were linear forms.

We need to formalize the setup of the problem and fix some notations to formally state our main result.

Consider a matrix \( Q(x_1, x_2, \ldots, x_m) = (q_{ij})_{n \times n} \) of size \( n \times n \), the entries \( q_{ij} \) of which are polynomials of degrees bounded by some constant \( d \) in the variables \( x = (x_1, x_2, \ldots, x_m) \). We want to compute the rank of \( Q \) over the rational function field \( \mathbb{F}(x_1, x_2, \ldots, x_m) \). In fact, it suffices to consider the case when the entries are homogeneous forms of degree \( d \) (see Appendix A).

To this end, we define the following problem.

**Problem 2.1.** Given a matrix \( Q(x_1, x_2, \ldots, x_m) = (q_{ij})_{n \times n} \) of size \( n \times n \), the entries \( q_{ij} \) of which are homogeneous forms of constant degree \( d \), compute the rank of \( Q \) over \( \mathbb{F}(x_1, x_2, \ldots, x_m) \).

Since the degrees of the polynomials in the entries are bounded by a constant \( d \), we can assume that they are given explicitly as the list of coefficients.

As stated above in Section 1.4.2, this problem has a very simple randomized algorithm. But we want deterministic algorithms to compute the rank of \( Q \). We know that finding deterministic algorithms for Problem 2.1 is hard. Thus in this paper, we consider whether one can approximate \( \text{rank}(Q) \) deterministically. Following is the main contribution of this paper.

**Theorem 2.1.** (PTAS for RANK) Given \( Q \) as in Problem 2.1 over a field \( \mathbb{F} \) with \( |\mathbb{F}| > nd \) and a constant \( 0 < \epsilon < 1 \), there exists a deterministic algorithm which computes an assignment \( (\lambda_1, \lambda_2, \ldots, \lambda_m) \in \mathbb{F}^m \) such that

\[
\text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)) \\
\geq (1 - \epsilon) \text{rank}(Q(x_1, x_2, \ldots, x_m)).
\]

This algorithm runs in time \( O \left( \binom{nmd}{\frac{n}{2}} \cdot M(n) \right) \), where \( M(n) \) is the time required to compute the rank of an \( n \times n \) matrix over \( \mathbb{F} \).

Clearly, the above running time is polynomial when \( d \) is a constant.

Now we see that it suffices to solve Problem 2.1 for \( \epsilon \) being a constant, as this implies the general case via tensoring. That is, for an \( n \times n \) matrix \( Q \) of Problem 2.1, we can tensor \( Q \) with itself to get an \( n^2 \times n^2 \) size matrix, where \( \text{rank}(Q)^2 = \text{rank}(Q \otimes Q) \). Also, if \( Q \) has degree \( d \) entries, then \( Q \otimes Q \) has degree \( 2d \) entries. Thus, if we tensor \( k \) times we get a matrix of size \( n^k \times n^k \) with entries of degree \( dk \) and rank \( (\text{rank}(Q))^k \). If we get a \((1 - \epsilon)\) approximation to this rank, then taking the \( k^{th} \) root of this value is a \((1 - \epsilon)^\frac{k}{k}\) approximation to the original rank. As this is approximately \((1 - \frac{\epsilon}{k})\), it follows that we can get a pretty good approximation this way. By this method, we get a trade-off between the degree and the approximation parameter. That is, if an algorithm finds a \( 1 - \epsilon \) approximation of the rank when the entries are degree \( dk \) polynomials, then this algorithm can be used to find a \((1 - \frac{\epsilon}{k})\) approximation of the rank when the entries are degree \( d \) polynomials. This reduction also shows that at least a linear dependence on \( d \) in the exponent is essentially required for this problem, even for \( \epsilon = O(1) \), as otherwise via tensoring we can solve PIT non-trivially fast. We remark that our algorithm directly tackles the problem of \( 1 - \epsilon \) rank approximation without using this tensoring idea.

Since we have already established in the previous section that AlgRank reduces to RANK using the Jacobian criterion, it is obvious that the deterministic PTAS for AlgRank under the restriction that the input polynomials are of bounded degree is an easy consequence of the above stated result.

**Theorem 2.2.** (PTAS for AlgRank) Given a set \( f := \{f_1, \ldots, f_n\} \subset \mathbb{F}[x_1, \ldots, x_m] \) of polynomials of degrees bounded by a constant \( d \) with \( \text{char} (\mathbb{F}) = 0 \), and a rational number \( \epsilon > 0 \), there is a deterministic algorithm that outputs a number \( r \), such that \( r \geq (1 - \epsilon) \cdot \text{algRank}(f) \). The algorithms runs in time \( O \left( (nmkd)^{O \left( \frac{d}{\epsilon} \right)} \cdot M(n) \right) \), where \( M(n) \) is the time required to compute the rank of an \( n \times n \) matrix over \( \mathbb{F} \).

Again, the above algorithm is a polynomial time algorithm when \( d \) is a constant.

### 2.1 Comparison with the techniques of [BJP18]

The PTAS for the linear case in [BJP18] greedily increased the rank starting with the zero matrix, and the proof of correctness of the algorithm rested on the guarantee that when we are unable to increase the rank greedily, we are already done, i.e. the current matrix already has the desired approximation of the rank. The main component of the proof of this guarantee was a refined analysis of the so-called Wong sequence which are defined for matrix spaces and a matrix with entries as linear forms can be interpreted as a matrix space. [BJP18] introduced a novel notion of
Wong index. It was shown in [BJP18] that if the Wong index of a matrix is “high” then this matrix is a good approximation of the commutative rank. If the Wong index of a matrix is “low” then it was shown in [BJP18] that one can find a matrix of higher rank efficiently.

The limitation of the techniques in [BJP18] is that the Wong sequences are defined and studied only in the case of matrix spaces and a correspondence between the matrix spaces and matrix with higher degree (non-linear) polynomials does not exist. So, for the higher degree case, it is not clear how to define a notion of a Wong sequence and hence the techniques of [BJP18] do not generalize. Thus, one needs to find a new technique to deal with the higher degree case. This is precisely what we do in this paper. We find a new way to analyze the low degree components of the minors of the matrix obtained in the greedy step (see Section 4 for the main proof ideas), which allows us to use the same algorithm strategy as in [BJP18] for higher degree forms as well. It can be shown that the Wong index of [BJP18] corresponds to the degree of the least degree monomial of a suitable minor.

2.2 Organization of paper. In the next section, we define some notations and recall some linear-algebraic tools that will be useful for us. In Section 4, we discuss our main idea and give an overview of the proof strategy. Section 5 contains the technical details of the proof. We present our commutative rank algorithm in Section 6. We conclude with some discussion and open questions in Section 7. Appendix A contains the reduction of the arbitrary case to the homogeneous case.

3 Preliminaries

In the following, we present some of the definitions and tools which are used frequently in this paper. When we speak of a matrix polynomial, we mean a matrix with polynomials as entries.

1. For an $r \times r$ matrix $A \in \mathbb{F}^{r \times r}$, we use $A_{i,j}$ to denote the sub-matrix of $A$ obtained by removing the $i$th column and the $j$th row.

2. $I_r$ is used to denote the $r \times r$ identity matrix.

3. For a polynomial $f$, $\text{hom}_k(f)$ denotes the homogeneous degree $k$ part of $f$.

4. We also use the same notation $\text{hom}_k(M)$ to denote the homogeneous degree $k$ part of a matrix polynomial $M$. Note that $\text{hom}_k(M)$ is also a matrix polynomial.

5. For a polynomial $f$, $\text{ord}(f)$ is used to denote the degree of the least degree monomial in $f$. We use the same notation $\text{ord}(M)$ for matrix polynomials $M$ also. Notice that $\text{ord}(f)$ and $\text{ord}(M)$ are just natural numbers.

Definition 3.1. (Characteristic Polynomial)
For an $r \times r$ matrix $A$, its characteristic polynomial $p_A(t)$ is defined as:

$$p_A(t) \overset{\text{def}}{=} \det(tI - A) = p_0 t^r + p_1 t^{r-1} + \cdots + p_r.$$  

Note that in Definition 3.1, $p_0 = 1$ is always true.

Fact 3.1. Over all fields, for any $r \times r$ matrix $A$, $\det(A) = (-1)^r p_A(0) = (-1)^r p_r$.

Definition 3.2. (Adjoint) For an $r \times r$ matrix $A$, the adjoint $\text{adj}(A)$ is also an $r \times r$ matrix whose $(i, j)$th entry is $(-1)^{i+j} \det(A_{ij})$.

Theorem 3.1. For a square $r \times r$ matrix $L$, define $q_L(t) \overset{\text{def}}{=} \frac{p_L(t)-p_L(0)}{t}$. Over all fields, we have the following equality for $\text{adj}(L)$:

$$\text{adj}(L) = (-1)^{r+1} q_L(L).$$

Proof. Here we only prove this claim for $\mathbb{F} = \mathbb{C}$ but it is true for all fields. We use the following facts:

1. If $L$ is non-singular, then $\text{adj}(L) = \det(L) L^{-1}$.

2. The Cayley-Hamilton theorem, which states that for any $L$, $p_L(L) = 0$.

3. The set $\text{GL}_r$ of non-singular matrices is dense (under the Euclidean topology) in the set $\mathbb{F}^{r \times r}$ of all the matrices.

We first prove the claim when $L$ is non-singular. Let $p_L(t) = p_0 t^r + p_1 t^{r-1} + \cdots + p_r$. By using the Cayley-Hamilton theorem, we have the following equality:

$$p_0 L^r + p_1 L^{r-1} + \cdots + p_r = 0.$$  

Since $L$ is non-singular, we multiply by $L^{-1}$ on both the sides of Equation (3.2). Thus

$$p_0 L^{r-1} + p_1 L^{r-2} + \cdots + p_{r-1} = -p_r L^{-1} = (-1)^{r+1} \det(L) L^{-1}$$

(3.3) $$= (-1)^{r+1} \text{adj}(L).$$

Note that $q_L(L) = p_0 L^{r-1} + p_1 L^{r-2} + \cdots + p_{r-1}$. Therefore Equation (3.3) implies $\text{adj}(L) = (-1)^{r+1} q_L(L)$.

Now notice that Equation (3.1) is an equation where entries of the matrices on both sides are polynomials in the entries of $L$. Now the claim follows using the denseness of $\text{GL}_r$ in $\mathbb{F}^{r \times r}$. □
Theorem 3.2. For a square \( r \times r \) matrix \( L \) with \( p_L(t) = p_0 + p_1 t^{r-1} + \ldots + p_r \), the following equality holds over any field:

\[
\text{adj}(I + L) = \sum_{i=0}^{r-1} (-1)^i p_i \cdot \left( \sum_{j=0}^{r-i-1} (-L)^j \right).
\]

Proof. First we compute the characteristic polynomial \( p_{I+L} \) of \( I + L \). We have:

\[
p_{I+L}(t) = \det(tI - (I + L)) = \det((t-1)I - L) = p_L(t-1).
\]

Thus we have,

\[
q_{I+L}(t) = \frac{p_{I+L}(t) - p_{I+L}(0)}{t} = \frac{p_L(t-1) - p_L(-1)}{t} = \sum_{i=1}^{r} p_{r-i} \cdot \left( (t-1)^i - (-1)^i \right) = \sum_{i=1}^{r} p_{r-i} \cdot \left( \sum_{j=0}^{i-1} (-1)^j (t-1)^{i-j-1} \right).
\]

Therefore,

\[
\text{adj}(I + L) = (-1)^{r+1} q_{I+L}(I + L) = (-1)^{r+1} \sum_{i=1}^{r} p_{r-i} \cdot \left( \sum_{j=0}^{i-1} (-1)^j (L)^{i-j-1} \right) = p_0 (I - L + \ldots + (-L)^{r-1}) - p_1 (I - L + \ldots (-L)^{r-2}) + \ldots + (-1)^{r-1} p_{r-1} (I) = \sum_{i=0}^{r-1} (-1)^i p_i \cdot \left( \sum_{j=0}^{r-i-1} (-L)^j \right).
\]

Next come some easy facts from linear algebra.

Fact 3.2. Let \( \mathbb{F} \) be any field. If \( A \) is an \( n \times n \) matrix of rank \( r \) over \( \mathbb{F} \), then there exist two \( n \times n \) non-singular matrices \( P, R \in \mathbb{F}^{n \times n} \) such that:

\[
\begin{align*}
\text{PAR} & = \begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix} n - r \text{ rows} \\
& \quad n - r \text{ columns}
\end{align*}
\]

Fact 3.3. Let \( \mathbb{F} \) be any field and let \( M \) be a matrix of the following form over \( \mathbb{F} \):

\[
M = \begin{pmatrix} r \text{ columns} \\ r \text{ rows} \left( \begin{array}{c} L \\ B \end{array} \right) \end{pmatrix} n - r \text{ rows} \\
& \quad n - r \text{ columns}
\]

Also, let \( \text{rank} \left( \begin{array}{c} A \\ C \end{array} \right) = a \) and \( \text{rank} \left( \begin{array}{c} B \\ C \end{array} \right) = b \). Then \( \text{rank}(M) \leq r + \min(a, b) \).

Lemma 3.1. If \( |\mathbb{F}| > nd \), then we can construct a hitting set \( H_{m,d,\ell} \) of size \( O((m(d+1))^\ell) \) for the set \( F_{m,d,\ell} \) of polynomials defined by:

\[
F_{m,d,\ell} \overset{\text{def}}{=} \{ f \in \mathbb{F}[x_1, \ldots, x_m] \mid \deg(f) \leq d, \text{ord}(f) \leq \ell \}.
\]

Proof. Let \( f \in F_{m,d,\ell} \). Since \( \text{ord}(f) \leq \ell \), there exists a non-zero monomial \( x_{i_1} \cdot x_{i_2} \cdot \ldots x_{i_d} \) of \( f \). The variables \( x_{i_j} \) need not be distinct here. We first do a brute force search for these \( \ell \) variables by making all the other \( m - \ell \) variables zero. This can be done using \( \binom{m}{d} \) assignments. Now we are left with a polynomial \( f' \) of degree \( d \) in at most \( \ell \) variables. By using Schwartz-Zippel lemma [Zip79, Sch80], we can find a non-zero assignment of \( f' \) using \( (d + 1)^\ell \) assignments. Thus there exists a hitting set of size \( O(m^d \cdot (d + 1)^\ell) = O((m(d+1))^\ell) \).

4 Main proof ideas

Here we explain the main idea used in devising the desired algorithm claimed in Theorem 2.1. Since Theorem 2.1 is essentially a generalization of [BJP18], a direct approach seems to be converting a matrix of degree \( d \) forms to a matrix of linear forms (using the equivalence of ABPs and determinants, see [MV97]). However, such a direct approach (although it preserves nonzeroness) gives no information about the rank of the matrix.

So, instead of directly reducing an instance of Problem 2.1 to an instance of linear forms case as in [BJP18], we follow the high level approach of [BJP18] of greedily increasing the rank of \( Q \) starting with the zero matrix. Suppose we have found \( \lambda_1, \lambda_2, \ldots, \lambda_m \) such that \( \text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)) = r \). We want to find an assignment of the form \( (x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) \) such that \( \text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) > r \). This step of finding a matrix of bigger rank is called a rank increasing step. Under this transformation \( (x_i \rightarrow x_i + \lambda_i) \), we have the following equality:

\[
Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) = Q(\lambda_1, \lambda_2, \ldots, \lambda_m) + Q_d(x_1, x_2, \ldots, x_m).
\]
Here $Q_d(x_1, x_2, \ldots, x_m)$ is some matrix whose entries are polynomials of degree at most $d$. By using Fact 3.2, we know that there exists non-singular matrices $P, R \in \mathbb{F}^{n \times n}$ such that:

$$P \cdot Q(\lambda_1, \lambda_2, \ldots, \lambda_m) \cdot R = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}.$$ 

Now consider the following equation:

$$P \cdot Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) \cdot R = P \cdot Q(x_1, x_2, \ldots, x_m) \cdot R + P \cdot Q_d(x_1, x_2, \ldots, x_m) \cdot R.$$ 

Since $P, R$ are non-singular, we know that

$$\text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) = \text{rank}(P \cdot Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) \cdot R).$$

Thus it is enough to find an assignment to the variables $x_1, \ldots, x_m$ such that

$$\text{rank}(P \cdot Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) \cdot R) > r.$$ 

The following Lemma 4.1 is easy to verify.

**Lemma 4.1.** For any $(\lambda_1, \lambda_2, \ldots, \lambda_m) \in \mathbb{F}^m$,

$$\text{rank}(Q(x_1, x_2, \ldots, x_m)) = \text{rank}(P \cdot Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) = \text{rank}(P \cdot Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) \cdot R).$$

**Proof.** We assume that $|\mathbb{F}| > dn$. Now suppose that $s = \max\{\text{rank}(Q(\lambda_1, \ldots, \lambda_m)) \mid (\lambda_1, \ldots, \lambda_m) \in \mathbb{F}^m\}$ and $r = \text{rank}(Q(x_1, x_2, \ldots, x_m))$. We want to show that $s = r$. We know that there exists a non-zero $r \times r$ minor $M_r$ of $Q(x_1, x_2, \ldots, x_m)$. Notice that $M_r$ is a polynomial of degree at most $r d \leq nd$. Thus by the Schwartz-Zippel lemma [Zip79, Sch80], there exists $(\lambda_1, \lambda_2, \ldots, \lambda_m) \in \mathbb{F}^m$ such that $M_r(\lambda_1, \lambda_2, \ldots, \lambda_m) \neq 0$. Therefore $s \geq r$. The other direction is trivial. This also implies that

$$\text{rank}(Q(x_1, x_2, \ldots, x_m)) = \text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) = r.$$ 

This is because there is a bijection from $\mathbb{F}^m$ to $\mathbb{F}^m$ given by $x_i \mapsto x_i + \lambda_i$. This last equality is trivial because we only multiply by non-singular matrices $P$ and $R$. □

By using Lemma 4.1, we can omit $P, R$ in the discussion of our rank increasing step. Thus we can assume that:

$$Q(\lambda_1, \lambda_2, \ldots, \lambda_m) = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}.$$ 

We want to ensure that at least one of the following two scenarios happens.

1. We can “easily” find an assignment of the form $(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)$ such that $\text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) > r$. This is our rank increasing step. “Easily” here means in time $O((mnd)^{O(\frac{1}{n})})$ deterministically.

2. $r \geq (1 - \epsilon) \cdot \text{rank}(Q(x_1, x_2, \ldots, x_m))$, i.e., we are already done.

We decompose $Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)$ as:

$$Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) = \begin{bmatrix} I_r + L & B \\ A & C \end{bmatrix}.$$ 

We write $L = L_1 + \cdots + L_d$, where $L_i$ is a matrix whose entries are homogeneous polynomials of degree $i$. Similarly we decompose $A, B, C$ into $A_i, B_i, C_i$. In other words, we have $L_s = \text{hom}_s(L), A_s = \text{hom}_s(A), B_s = \text{hom}_s(B)$, and $C_s = \text{hom}_s(C)$.

We now describe when the first of the two scenarios described above happens. When is the condition “$\text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) > r$” true? It happens when there exists a non-zero $(r + 1) \times (r + 1)$ minor of $Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)$. Consider a sub-matrix $M_{k, \ell}$ of $Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)$ of size $(r + 1) \times (r + 1)$ obtained by taking $I_r + L$, the $k^{th}$ row of $A$, the $\ell^{th}$ column of $B$, and also the $(k, \ell)^{th}$ entry of $C$. Thus $M_{k, \ell}$ looks like below:

$$M_{k, \ell} = \begin{bmatrix} 1 + l_{11} & l_{12} & \ldots & l_{1r} & b_1 \\ l_{12} & l_{22} & \ldots & l_{2r} & b_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ l_{r1} & l_{r2} & \ldots & 1 + l_{rr} & b_r \\ a_1 & a_2 & \ldots & a_r & c \end{bmatrix}.$$ 

Here $l_{ij}$ is the $(i, j)^{th}$ entry of $L$. To ensure $\text{rank}(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) > r$, we want to find an assignment to the $x_i$’s such that $\exists k, \ell \in [n - r]$ satisfying $\det(M_{k, \ell}) \neq 0$.

How to find an assignment to the $x_i$’s such that $\det(M_{k, \ell}) \neq 0$? Note that $\det(M_{k, \ell})$ is a polynomial of degree at most $(r + 1)d$ in the variables $x = (x_1, x_2, \ldots, x_m)$. Suppose $\det(M_{k, \ell})$ has a non-zero monomial of some constant degree $s$ then we can easily (see Lemma 3.1) find an assignment to the $x_i$’s such that $\det(M_{k, \ell}) \neq 0$. To check if $\det(M_{k, \ell})$ has a non-zero monomial of degree $s$, we just need to analyze $\text{hom}_s(\det(M_{k, \ell}))$. This is our overall strategy. Therefore the scenarios described above can be reformulated as below:

1. For an appropriately chosen $s$ (depending upon $d$ and $\epsilon$), $\exists k, \ell \in [n - r]$ such that $\det(M_{k, \ell})$ has a non-zero monomial of degree at most $s$. In this case, we can “easily” find an assignment to the
\[ x_i \text{'s such that } \det(M_{k,\ell}) \neq 0. \text{ This ensures that } Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) > r. \text{ This is our rank equality step.} \]

2. \( \forall k, \ell \in [n - r], \det(M_{k,\ell}) \) has no non-zero monomials of degree at most \( s \). In this case, we show that \( r \geq (1 - c) \cdot \text{rank}(Q(x_1, x_2, \ldots, x_m)). \)

To analyze \( \text{hom}_s(\det(M_{k,\ell})) \), it is useful to find a compact expression for \( \det(M_{k,\ell}) \). We now give such a compact expression for \( \det(M_{k,\ell}) \). In whatever follows, we use the symbol \( a \) to denote the row vector \( \begin{bmatrix} a_1 & a_2 & \ldots & a_r \end{bmatrix} \) and symbol \( b \) to denote the column vector \( \begin{bmatrix} b_1 & b_2 & \ldots & b_r \end{bmatrix}^t \) and

\[
p_L(t) \overset{\text{def}}{=} p_0 t^r + p_1 t^{r-1} + \cdots + p_r.
\]

**Lemma 4.2.** Let \( M_{k,\ell} \) be as in Equation (4.9). Then we have the following equality:

\[
\det(M_{k,\ell}) = -a \cdot (\text{adj}(I_r + L)) \cdot b + c \cdot (\det(I_r + L)).
\]

**Proof.** By Laplace expansion, we know that the following equality holds for \( \det(M_{k,\ell}) \):

\[
\sum_{1 \leq i \leq r} (-1)^{i+r} a_i \cdot \left( \sum_{1 \leq j \leq r} (-1)^{j+r-1} b_j \cdot \det((I_r + L)_{ij}) \right) + c \cdot (\det(I_r + L))
\]

\[
= - \sum_{1 \leq i \leq r} a_{i} b_{j} (-1)^{i+j} \det((I_r + L)_{ij}) + c \cdot (\det(I_r + L))
\]

\[
= -a \cdot \text{adj}(I_r + L) \cdot b + c \cdot (\det(I_r + L))
\]

\[= \det(M_{k,\ell}). \]

**Lemma 4.3.** Let \( M_{k,\ell} \) be as in Equation (4.9). Then the following equality holds for \( \det(M_{k,\ell}) \):

\[
\det(M_{k,\ell}) = -a \cdot \left( \sum_{i=0}^{r-1} (-1)^{i} p_i \cdot \left( \sum_{j=0}^{r-i-1} (-L)^{j} \right) \right) \cdot b + c \cdot (p_0 - p_1 + \cdots + (-1)^{r} p_r).
\]

**Proof.** By using Fact 3.1 we know that for any matrix \( A \) of size \( r \times r, \det(A) = (-1)^{s} p_A(0) \). Now observe that \( p_{r-1}(t) = p_L(t - 1) \). Thus det\((I_r + L) = (-1)^{s} p_L(-1) = (p_0 - p_1 + \cdots + (-1)^{r} p_r) \). Now the claim follows by using Lemma 4.2 and Theorem 3.2. \( \square \)

**Corollary 4.1.** If \( M \) is the \((n - r) \times (n - r)\) matrix polynomial having the polynomial \( \det(M_{u,v}) \) as its \((u,v)\)th-entry for all \( 1 \leq u, v \leq n - r, \) then the following equality holds for \( M \):

\[
(4.11) \quad M = -A \cdot \left( \sum_{i=0}^{r-1} (-1)^{i} p_i \cdot \left( \sum_{j=0}^{r-i-1} (-L)^{j} \right) \right) \cdot B + (p_0 - p_1 + \cdots + (-1)^{r} p_r) \cdot C.
\]

**Proof.** It immediately follows from Lemma 4.3. \( \square \)

By using Corollary 4.1, it is easy to observe the following Lemma 4.4.

**Lemma 4.4.** There are \( k, \ell \in [n - r] \) such that \( \text{hom}_s(\det(M_{k,\ell})) \neq 0 \) if and only if \( \text{hom}_s(M) \neq 0 \).

## 5 The proof: analyzing the degree

In this section, we formally describe the idea described sketched in Section 4. Here we want to analyze the homogeneous degree \( s \) component \( \text{hom}_s(M) \) of \( M \) in Corollary 4.1. Recall that \( p_L(t) = p_0 t^r + p_1 t^{r-1} + \cdots + p_r \).

In Corollary 4.1, the coefficient of \( p_i \) is the sum of powers of \((L)^i \) up to \( r - i - 1 \). Thus, if we only want to analyze the degree \( s \) component \( \text{hom}_s(M) \) for some \( s < \frac{r}{2} \), then we only need to consider \( p_i \) and \((L)^i \) for \( i < \frac{r}{2} \). To this end, we use the following notations in this section:

\[
T \overset{\text{def}}{=} \sum_{j=0}^{\left\lfloor \frac{r}{2} \right\rfloor} (-L)^j,
\]

\[
f \overset{\text{def}}{=} -p_1 + \cdots + (-1)^{\left\lfloor \frac{r}{2} \right\rfloor} p_{\left\lfloor \frac{r}{2} \right\rfloor}.
\]

**Theorem 5.1.** Suppose \( s \in \mathbb{N} \) is such that the condition \( 1 \leq s \leq \left\lfloor \frac{r}{2} \right\rfloor - 1 \) holds. Then we have that:

\[
\text{hom}_s(M) = -\text{hom}_s((ATB - C) \cdot (p_0 + f)) = -\text{hom}_s((ATB - C) \cdot (1 + f)).
\]

**Proof.** We use the fact that for \( 0 \leq k \leq r \), we have \( \text{ord}(p_k) \geq k \) and \( \text{ord}(L^k) \geq k \). Thus to obtain the homogeneous degree \( s \) part in Corollary 4.1, it is enough to consider the \( p_i \) and \( L^i \) with \( i \leq s \). Using \( 1 \leq s \leq \left\lfloor \frac{r}{2} \right\rfloor - 1 \), we obtain that \( r - 1 - s \geq r - \left\lfloor \frac{r}{2} \right\rfloor = \left\lfloor \frac{r}{2} \right\rfloor \). Therefore the claimed equality follows. \( \square \)

By using Theorem 5.1, we see that \( \text{hom}_1(M) = C_1 \) and \( \text{hom}_2(M) = C_2 + C_1 \text{ hom}_1(f) - A_1 B_1 \). Extending this argument, we observe the following equality.

\[
(5.12) \quad -\text{hom}_s(M) = \text{hom}_s(AB - C) + \sum_{i=1}^{s-1} \text{hom}_s(f) \cdot \text{hom}_{s-i}(AB - C).
\]

With the aid of Equation (5.12), it is easy to prove the following Theorem 5.2.
Theorem 5.2. Suppose $s \in \mathbb{N}$ is such that the condition $1 \leq s \leq \lceil \frac{d}{2} \rceil - 1$ holds. If $\text{hom}_M(M) = 0$ for all $\ell \in [s]$, then $\text{hom}_M(AB - C) = 0$ for all $\ell \in [s]$.

Proof. We prove it by induction on $\ell$. For the base case $\ell = 1$, we have $\text{hom}_1(M) = -\text{hom}_1(AB - C)$. For the induction step, consider for $\ell + 1 \leq s$. By using Equation (5.12), we have that

$$-\text{hom}_{\ell+1}(M) = \text{hom}_{\ell+1}(AB - C) + \sum_{i=1}^{\ell} \text{hom}(f) \cdot \text{hom}_{\ell+1-i}(AB - C).$$

By induction hypothesis, we have $\text{hom}_k(AB - C) = 0$ for all $k \leq [\ell]$. Therefore we obtain that:

$$\sum_{i=1}^{\ell} \text{hom}(f) \cdot \text{hom}_{\ell+1-i}(AB - C) = 0.$$

Thus $-\text{hom}_{\ell+1}(M) = \text{hom}_{\ell+1}(AB - C) = 0$. □

Let us now further reformulate the two scenarios we described above.

1. If $\text{hom}_M(M) \neq 0$ for some $\ell \in [s]$ then we can implement our rank increasing step due to Lemma 4.4.

2. If $\text{hom}_M(M) = 0$ for all $\ell \in [s]$ then Theorem 5.2 gives us a set of conditions on matrices $A, B, C, T$.

We will show that these conditions on $A, B, C, T$ can be used to bound $\text{rank}(Q(x_1, x_2, \ldots, x_m))$ in terms of $r$. In whatever follows, we use $A$ to denote the $(n-r) \times rd$ matrix $[A_1 \ A_2 \ \ldots \ A_d]$ and $B$ to denote the $rd \times (n-r)$ matrix $[B_1 \ B_2 \ \ldots \ B_d]^T$. To simplify the notation, define $R_s$ to be the $rd \times rd$ block matrix (composed of $d^2$ blocks of size $r \times r$) whose $(i,j)^{th}$ block is $\text{hom}_{s-(i+j)}(T)$. (We here use the convention that $\text{hom}_0(T) = 0$ if $\ell < 0$.)

5.1 Analyzing the degree $s \leq d$.

Lemma 5.1. For all $s \geq 1$, $\text{hom}_s(AB) = A \cdot R_s \cdot B$.

Proof. We have

$$\text{hom}_s(AB) = \sum_{i=1}^{d} \sum_{j=1}^{d} A_i \text{hom}_{s-(i+j)}(T) B_j = A \cdot R_s \cdot B.$$

□

Corollary 5.1. Suppose $r \in \mathbb{N}$ is such that the condition $1 \leq d \leq \lceil \frac{d}{2} \rceil - 1$ holds. If $\text{hom}_M(M) = 0$ for all $s \in [d]$ then $C_s = A \cdot R_s \cdot B$ for all $s \in [d]$.

Proof. It immediately follows from Theorem 5.2 and Lemma 5.1. □

We use the notations

$$M_1 \overset{\text{def}}{=} \begin{bmatrix} A & C \end{bmatrix}_{(n-r) \times n} \quad \text{and} \quad M_2 \overset{\text{def}}{=} \begin{bmatrix} B & C \end{bmatrix}_{n \times (n-r)}$$

in whatever follows.

Lemma 5.2. Suppose $r \in \mathbb{N}$ is such that the condition $1 \leq d \leq \lceil \frac{d}{2} \rceil - 1$ holds. If $\text{hom}_s(M) = 0$ for all $s \in [d]$ then the following inequalities are true:

$$\text{rank}(M_1) \leq \text{rank}(A), \quad \text{rank}(M_2) \leq \text{rank}(B).$$

Proof. By using Corollary 5.1, we have the following equality:

$$C = \sum_{i=1}^{d} C_i = A \cdot (\sum_{i=1}^{d} R_i) \cdot B$$

Let $N_1$ be the $rd \times n$ matrix whose first $r$ columns form the matrix $[I_r \ I_r \ \ldots \ I_r]^T \times rd$ and whose last $n-r$ columns are the matrix $(\sum_{i=1}^{d} R_i) \cdot B$. Now the following Equation (5.15) follows from Equation (5.14):

$$M_1 = \begin{bmatrix} A & C \end{bmatrix}_{(n-r) \times n} = A \cdot N_1.$$

Thus $\text{rank}(M_1) \leq \text{rank}(A)$. Let $N_2$ be the $n \times rd$ matrix whose first $r$ rows form the matrix $[I_r \ I_r \ \ldots \ I_r]_{r \times rd}$ and last $n-r$ rows are the matrix $A \cdot (\sum_{i=1}^{d} R_i)$. The following equality Equation (5.16) follows from Equation (5.14):

$$M_2 = \begin{bmatrix} B & C \end{bmatrix}_{n \times (n-r)} = N_2 \cdot B.$$

Thus $\text{rank}(M_2) \leq \text{rank}(B)$. □

5.2 Analyzing the higher degrees.

Lemma 5.3. If $s \in \mathbb{N}$ is such that the condition $1 \leq s \leq \lceil \frac{d}{2} \rceil$ is true, then we have $\text{hom}_s(T) = -\sum_{i=1}^{d} L_i \text{hom}_{s-i}(T)$.

Proof. Since $1 \leq s$, we can safely ignore the term $I$ in the summation in the definition of $T$, since it has degree 0. Since $s \leq \lceil \frac{d}{2} \rceil$, we can also add the term $(-L)^{\lceil \frac{d}{2} \rceil + 1}$, since it will not contribute to $\text{hom}_s(T)$ either. Therefore, we have

$$\text{hom}_{s}(T) = \text{hom}_s(-L(I - L + \ldots \cdot + (-L)^{\lceil \frac{d}{2} \rceil - 1} + (-L)^{\lceil \frac{d}{2} \rceil}) + (-L)^{\lceil \frac{d}{2} \rceil + 1})$$

$$= \text{hom}_s(-LT).$$

Now the claim follows. □
Lemma 5.4. If \( s \in \mathbb{N} \) is such that the condition \( d + 2 \leq s \leq \left\lceil \frac{r}{2} \right\rceil + 2 \) holds, then we have \( R_s = ER_{s-1} \), where

\[
E \overset{\text{def}}{=} \begin{bmatrix}
-L_1 & -L_2 & \ldots & -L_d \\
I_r & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
0 & 0 & I_r & 0
\end{bmatrix}_{rd \times rd}.
\]

Proof. It immediately follows from Lemma 5.3. \( \square \)

Theorem 5.3. Suppose \( s \in \mathbb{N} \) is such that the condition \( d + 1 \leq s \leq \left\lceil \frac{r}{2} \right\rceil - 1 \) holds. If \( \hom_i(M) = 0 \) for all \( i \in [s] \) then \( A \cdot R_{d+1} \cdot B = A \cdot ER_{d+1} \cdot B = \ldots = A \cdot E^{s-d-1} \cdot R_{d+1} \cdot B = 0 \).

Proof. By using Theorem 5.2, we know that \( \hom_i(ABT-C) = 0 \) for all \( i \in [s] \). Since \( \deg(C) \leq d \), we get that \( \forall i \in \{d+1, \ldots, s\}, \hom_i(ABT) = 0 = A \cdot R_i \cdot B \).

Now the theorem follows by using the recursive formulation of \( R_i \) proved in Lemma 5.4. \( \square \)

Notice that the \( r \times r \) matrix \( L_d \) is non-singular because there is an assignment \( \lambda_1, \lambda_2, \ldots, \lambda_m \) to the variables of \( L_d \) which makes \( L_d(\lambda_1, \lambda_2, \ldots, \lambda_m) = I_r \). (Since \( Q \) is homogeneous of degree \( d \), \( L_d \) equals the upper-right \( r \times r \)-submatrix of \( Q \).) Therefore \( L_d \) as a matrix with polynomial entries is also non-singular. This implies that \( E \) is also non-singular because \( L_d \) is.

Lemma 5.5. (Lemma 5.3 in [BJP18]) Let \( B \in \mathbb{F}^{m \times n} \) and

\[
B = \begin{array}{*{20}c}
\text{\( r \) rows}\{ & \begin{bmatrix}
B_{11} \\
B_{21} \\
B_{22}
\end{bmatrix}
\} & \text{\( n-r \) rows}\{ & \begin{bmatrix}
0 \\
\text{\( r \) columns}
\end{bmatrix}
\} & \text{\( n-r \) columns}
\end{array}
\]

(5.17)

Consider the following sequence of matrices

\[
B_{22}, B_{23}B_{12}, B_{21}B_{11}B_{12}, \ldots, B_{21}B_{11}B_{12} \ldots
\]

If the first \( k \geq 1 \) elements in this sequence are equal to the zero matrix and \( B_{11} \) is non-singular, then \( \rank(B_{12}) \leq \frac{r}{k} \) or \( \rank(B_{21}) \leq \frac{r}{k} \).

Theorem 5.4. If the conditions in Theorem 5.3 are true, then \( \rank(M_1) \leq \frac{dr}{s-d+1} \) or \( \rank(M_2) \leq \frac{dr}{s-d+1} \).

Proof. By using Theorem 5.3, we know that

\[
A \cdot R_{d+1} \cdot B = A \cdot ER_{d+1} \cdot B = \ldots = A \cdot E^{s-d-1} \cdot R_{d+1} \cdot B = 0.
\]

Consider the \((n+r(d-1)) \times (n+r(d-1))\) matrix \( S \) whose first \( rd \) rows and first \( rd \) columns form the matrix \( E \). The last \( n-r \) rows form the matrix \( A \) and the last \( n-r \) columns form the matrix \( R_{d+1} \cdot B \) and the remaining entries are zero. Thus we have:

\[
S = \begin{bmatrix}
E & R_{d+1} \cdot B \\
A & 0
\end{bmatrix}.
\]

Now we apply Lemma 5.5 with \( B_{11} = E \) and \( B_{12} = R_{d+1} \cdot B \) and \( B_{21} = A \). This implies that \( \rank(A) \leq \frac{dr}{s-d+1} \) or \( \rank(R_{d+1} \cdot B) \leq \frac{dr}{s-d+1} \). Note that \( R_{d+1} \) looks like below:

\[
R_{d+1} = \begin{bmatrix}
* & \ldots & * & I_r \\
* & \ldots & * & I_r \\
\vdots & \ddots & \ddots & \vdots \\
* & \ldots & * & I_r \\
I_r & 0 & \ldots & 0
\end{bmatrix}_{rd \times rd}.
\]

In particular, \( R_{d+1} \) is non-singular. Thus \( \rank(R_{d+1} \cdot B) = \rank(B) \). Now the claim follows from Lemma 5.2. \( \square \)

Corollary 5.2. If the conditions in Theorem 5.3 are true then we have:

\[
\rank(Q(x_1, x_2, \ldots, x_m)) \leq r + \frac{dr}{s-d+1} \leq r \left( 1 + \frac{d}{s-d+1} \right)
\]

Proof. Recall that

\[
Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m) = \begin{bmatrix}
I_r + L & B \\
A & C
\end{bmatrix}
\]

By using Fact 3.3 and Theorem 5.4, we obtain that \( \rank(Q(x_1 + \lambda_1, x_2 + \lambda_2, \ldots, x_m + \lambda_m)) \leq r \left( 1 + \frac{d}{s-d+1} \right) \). Now the claim follows by using Lemma 4.1. \( \square \)

6 Final algorithm

Let us recall our strategy once again. We have shown above that at least one of the following conditions holds:

1. If \( d+1 \leq s \leq \left\lceil \frac{r}{2} \right\rceil - 1 \) and \( \hom_i(M) \neq 0 \) for some \( i \in [s] \), then our rank increasing step succeeds.

2. Otherwise, we have \( \rank(Q(x_1, x_2, \ldots, x_m)) \leq r \left( 1 + \frac{d}{s-d+1} \right) \) by Corollary 5.2.

Thus if we choose \( s \) large enough then our rank increasing step succeeds, otherwise \( r \) is already a good approximation of \( \rank(Q(x_1, x_2, \ldots, x_m)) \) by Corollary 5.2. This leads to the following Algorithm 1, which is a natural greedy algorithm and it tries to increase the current rank as long as it can.
Algorithm 1 Greedy algorithm for \((1 - \epsilon)\)-approximating commutative rank

Input: A \(n \times n\) matrix \(Q(x_1, x_2, \ldots, x_m) = (q_{ij})_{n \times n}\) whose entries \(q_{ij}\) are homogeneous polynomials of degree \(d\) in the variables \(x = (x_1, x_2, \ldots, x_m)\). An approximation parameter \(0 < \epsilon < 1\).

Output: \(\lambda_1, \lambda_2, \ldots, \lambda_m \in \mathbb{F}\) such that \(\text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)) \geq (1 - \epsilon) \text{rank}(Q(x_1, x_2, \ldots, x_m))\).

1. \(\ell \leftarrow \lceil \frac{d}{\epsilon} - 1 \rceil\)
2. \(\lambda \leftarrow (\lambda_1, \lambda_2, \ldots, \lambda_m)\) such that \(\text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)) \geq 2\ell + 2\)
   \(\triangleright\) This is just to satisfy the condition \(d + 1 \leq s \leq \lceil \frac{d}{\epsilon} \rceil - 1\) assumed in Corollary 5.2.
3. while \(\text{Rank is increasing}\) do
4.   Check if there exist \((\mu_1, \mu_2, \ldots, \mu_m) \in H_{m, nd, \ell}\) such that
   \[\text{rank}(Q(\mu_1 + \lambda_1, \mu_2 + \lambda_2, \ldots, \mu_m + \lambda_m)) > \text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m))\]
5.   if \(\text{rank}(Q(\mu_1 + \lambda_1, \mu_2 + \lambda_2, \ldots, \mu_m + \lambda_m)) > \text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m))\) then
6.     \(\lambda \leftarrow \lambda + \mu\)
7.   end if
8. end while
9. return \(\lambda\)

Theorem 6.1. (Theorem 2.1 restated)

Algorithm 1 runs in time
\[
O\left((mnd)^{\frac{d}{\epsilon}} + \frac{(md^2)^{\frac{2d^2}{\epsilon} + 2d}}{\epsilon} \cdot n \cdot M(n)\right)
\]
and returns \(\lambda_1, \lambda_2, \ldots, \lambda_m \in \mathbb{F}\) such that
\[\text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)) \geq (1 - \epsilon) \text{rank}(Q(x_1, x_2, \ldots, x_m))\]

Here \(M(n)\) is the time required to compute the rank of an \(n \times n\) matrix over \(\mathbb{F}\).

Proof. Let \((\lambda_1, \lambda_2, \ldots, \lambda_m)\) be the assignment returned by Algorithm 1 and \(r = \text{rank}(Q(\lambda_1, \lambda_2, \ldots, \lambda_m))\). We have \(\ell = \lceil \frac{d}{\epsilon} - 1 \rceil\). We know that \(\text{hom}_i(M) = 0\) for \(i \in [\ell]\), otherwise line 4 would succeed in increasing the rank of \(Q(\lambda_1, \lambda_2, \ldots, \lambda_m)\). Here \(M\) is the matrix defined in Corollary 4.1. By using Corollary 5.2, we obtain that \(\text{rank}(Q) \leq r \left(1 + \frac{d}{r - d + 1}\right)\). Thus \(r \geq (1 - \frac{d}{r - d + 1}) \text{rank}(Q)\). By using \(\ell = \lceil \frac{d}{\epsilon} - 1 \rceil\), we know that \(\ell + 1 \geq \frac{d}{\epsilon}\). Therefore \(r \geq (1 - \epsilon) \text{rank}(Q)\).

The desired running time can also be proved easily. By using Lemma 3.1 on \(H_{m, d(2\ell + 2), d(2\ell + 2)}\), the running time of line 2 is \(O\left((mnd)^{\frac{2d^2}{\epsilon} + 2d} \cdot M(n)\right)\). The outer while loop runs at most \(n\) times, thus the total running time is at most \(n\) times the running time of one iteration. The running time of one iteration is bounded by \(O((n^d (nd + 1)^d M(n))\). Thus the claimed bound on total running time follows. \(\square\)

7 Discussion and Open Problems

One can study the variants of Theorem 2.1 when the entries are polynomial sized formulas/circuits, however, the following lemma implies that it is at least as hard as PIT for formulas/circuits respectively.

Theorem 2.1. (PIT is a prerequisite) For any \(\epsilon > 0\), given an oracle access to approximation of the commutative rank of matrix \(Q\), whose entries are from a circuit class \(\mathcal{C}\) in time \(t\). We can do PIT for circuit class \(\mathcal{C}\) in time \(t\).

Proof. Suppose we want to test if \(f \in \mathcal{C}\) is identically zero polynomial. Consider the following matrix \(Q\).
\[Q = \begin{bmatrix} f \\ 0 \end{bmatrix}\]
If \(f \neq 0\), then the rank of \(Q\) is 1 and any \(\epsilon\)-approximation \((\epsilon > 0)\) will output a positive number. Thus, just by checking if the output is positive or zero we can infer if \(f\) is identically zero or not. \(\square\)

Since derandomizing PIT for general circuits is believed to be a hard problem and will imply circuit lower bounds, a natural restriction to this question of computing commutative rank when entries of matrix come from classes where PIT is already known. In particular, when the entries of the matrix are sparse polynomials or sum of powers of linear forms. We leave this as an open question. Stated differently, can we approximate algebraic rank of a set of sparse polynomials?

Our current techniques do not give anything on this, primarily because our technique of increasing the rank by finding a non-zero assignment of different homogeneous components breaks down. Concretely, if \(Q\) is a matrix with sparse entries then hom \(_i(M)\) might not be sparse. See Section 5 and Theorem 5.1 for more details.

Also, over finite fields, one could study the approximation of algebraic rank. The best known complexity of this is \(\mathsf{AM} \cap \mathsf{co-AM}\) by Guo et al. [GSS18]. Can we do anything better than \(\mathsf{AM} \cap \mathsf{co-AM}\) for approximating the algebraic rank over finite fields?
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### A PTAS for general degree $d$ polynomials

We have demonstrated a PTAS above for the rank of an $n \times n$ matrix $Q(x_1, x_2, \ldots, x_m)$ whose entries are homogeneous degree $d$ polynomials in the variables $x_1, x_2, \ldots, x_m$. But entries being homogeneous polynomials is not a restriction. Here we show that even if the entries of $Q$ are general degree $d$ polynomials, we can still use our algorithm to approximate the rank of $Q$. For a polynomial $f \in \mathbb{F}[x_1, x_2, \ldots, x_m]$ of degree at most $d$, the homogenization $f^H$ of $f$ is a homogeneous polynomial of degree $d$ in $\mathbb{F}[x_1, x_2, \ldots, x_m, y]$. More specifically, $f^H$ is defined as $f^H = \sum_{i=0}^d \text{hom}_i(f) \cdot y^{d-i}$. We can extend this definition to matrix polynomials in the obvious way. More precisely, the homogenization $Q^H(x_1, x_2, \ldots, x_m)$ is defined as $(Q^H)_{ij} = \text{def} (Q_{ij})^H$. Thus to homogenize a matrix, we just homogenize all its entries.

**LEMMA A.1.** If $Q(x_1, x_2, \ldots, x_m)$ is matrix with its entries being polynomials of degree at most $d$ in the variables $x_1, x_2, \ldots, x_m$ and $|\mathbb{F}| > dn + 1$ then $\text{rank}(Q) = \text{rank}(Q^H)$.

**Proof.** It is clear that $\text{rank}(Q) \leq \text{rank}(Q^H)$ because $Q^H(x_1, x_2, \ldots, x_m, 1) = Q(x_1, x_2, \ldots, x_m)$. Now suppose that $\text{rank}(Q^H) = r$. Thus there exists a non-zero $r \times r$ minor $M_r$ of $Q^H$. Notice that $M_r$ is a homogeneous polynomial of degree at most $rd \leq nd$ in the variables $x_1, x_2, \ldots, x_m, y$. Thus by using the Schwartz-Zippel lemma [Zip79, Sch80], there exist scalars $(\lambda_1, \lambda_2, \ldots, \lambda_m, \mu) \in \mathbb{F}^{m+1}$ with the property that $M_r(\lambda_1, \lambda_2, \ldots, \lambda_m, \mu) \neq 0$. Here $\mu$ can be assumed to be non-zero as $|\mathbb{F}| > dn + 1$. Since $M_r$ is homogeneous, $\mu \neq 0$ and $M_r(\lambda_1, \lambda_2, \ldots, \lambda_m, \mu) \neq 0$, we get that $M_r \left( \frac{\lambda_1}{\mu}, \frac{\lambda_2}{\mu}, \ldots, \frac{\lambda_m}{\mu}, 1 \right) \neq 0$. Thus $M_r$ would be a non-zero minor in $Q$ as well. Hence $\text{rank}(Q) \geq \text{rank}(Q^H)$. Therefore $\text{rank}(Q) = \text{rank}(Q^H)$. $\square$