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Abstract—A new efficient approach for converting multipole series coefficients to plane wave samples and back is presented in detail. The presented algorithm utilizes the fast Fourier transform in order to speed up the process. It can be used to develop an efficient implementation of a broadband multilevel fast multipole algorithm (MLFMA). The numerical tests demonstrate that the presented process also allows full numerical error control, which is an important factor in a practical implementation.
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I. INTRODUCTION

MULTILEVEL fast multipole algorithm (MLFMA) [1–4] can be used to expedite system matrix-vector products while solving systems of equations arising from integral equations. The standard high frequency version utilizes Rokhlin’s translator, which is known to suffer from a low frequency breakdown [5], and therefore alternative methods for processing sub-wavelength levels must be considered.

A relatively simple solution is to combine the high frequency MLFMA with a process that utilizes multipole series for sub-wavelength levels. However, the translations with multipole series are laborious since the translator is not diagonal.

An alternative solution is to employ a spectral translator [6], [7] and similar plane wave samples as in the high frequency part. The problem in this particular approach is that although the translator is diagonal, one must now aggregate and disaggregate six sample patterns, one for each positive and negative main direction. This consumes resources and significantly slows down the algorithm.

In this paper the following strategy is considered: We combine a spectral translator with the improved version of trigonometric polynomial expansion based MLFMA (referred here as TPE-MLFMA) [8], [9], [10]. The propagating part is first aggregated, translated and disaggregated with the standard TPE interpolators. As it will be demonstrated in this paper, the required characteristic function fits nicely into this scheme and does not cause any numerical problems for these type of interpolators. Then the evanescent part is taken care of with a completely separate process. Aggregation and disaggregation for the evanescent part is performed with multipole series, and the multipole series coefficients are converted into plane wave samples for the application of the spectral translator, and then afterwards converted back into incoming multipole series coefficients. The question of how this conversion takes place plays a crucial role, especially since it requires a lot of CPU resources, and therefore a careful design of the algorithms is a very important factor. This paper borrows heavily on the ideas presented in [11], [12], and then improves them in order to obtain a significant speedup for this particular process.

The outline of the article is as follows. In Section II spectral translator is introduced, and in the following section a simple way to compute the propagating part of the translation is presented. In Section IV numerical evaluation of the evanescent contribution coming from the spectral translator is shortly discussed, and then in Sections V and VI the actual fast algorithms for the conversion forward and back are given, respectively. The paper ends with an investigation of the speedup and accuracy of the presented algorithms (Section VII) and conclusions (Section VIII).

II. SPECTRAL TRANSLATOR

Let us consider calculation of

\[ F(D + r) = \int_{Q_1} G(D + r - r') \rho(r') \, dr', \quad (1) \]

where \( Q_1 \) is the source cube on level \( \ell \in \mathbb{Z} \) with side length \( d_\ell = 2^{\ell-1} \lambda = 2^\ell \pi/k \), \( \rho \) the source distribution,

\[ D = [D_1, D_2, D_3]^T = d_\ell [\bar{d}_1, \bar{d}_2, \bar{d}_3]^T, \quad \bar{d}_i \in \mathbb{Z} \quad (2) \]

is the vector from the center point of \( Q_1 \) to the center point of the target cube \( Q_2 \) (where \( r \) is located, see Fig. 1) and the Green’s function is

\[ G(r) = \frac{e^{ik|r|}}{4\pi|r|}. \quad (3) \]

The integral in Eq. (1) can be calculated with a representation

\[ F(D + r) = \int_{\mathbb{Z}} \left( \int_{Q_1} T(D, \hat{k}) e^{ik(r-r')} \, d\hat{k} \right) \rho(r') \, dr' \quad (4) \]

of the form

Fig. 1. The setup for Eq. (1).
\[
T(D, \hat{k}) F^{\infty}(\hat{k}) e^{ikr} d\hat{k} = \int_S V(\hat{k}) e^{ikr} d\hat{k},
\]
where \(S\) is the surface of the unit sphere, i.e.
\[
\hat{k}(\theta, \varphi) = \cos \varphi \sin \theta \hat{e}_1 + \sin \varphi \sin \theta \hat{e}_2 + \cos \theta \hat{e}_3,
\]
and
\[
S = \{ \hat{k}(\theta, \varphi) \mid 0 \leq \theta \leq \pi, 0 \leq \varphi < 2\pi \}.
\]
In suitably high levels, for example \(\ell \geq 1\), one can utilize the Rokhlin translation function \([1]\) as function \(T\) in (4). By inspecting Eq. (4) one can observe that the outgoing far field pattern \(F^{\infty}\) has been defined here as follows
\[
F^{\infty}(\hat{k}) = \int_{Q_1} e^{-ikr'} r' d\nu',
\]
and the incoming field pattern is
\[
V(\hat{k}) = T(D, \hat{k}) F^{\infty}(\hat{k}), \quad \hat{k} \in S.
\]
On levels consisting of cubes with sub-wavelength size, i.e. \(\ell \leq 0\), one can for example utilize spectral translator \([6], [7]\), and the integration domain, in the case of \(\epsilon_3 \cdot (D + r) > 0\), is
\[
C_{\text{pro/eva}} = \{ \hat{k}(\theta, \varphi) \mid \theta \in \Gamma_{\text{pro/eva}}, 0 \leq \varphi < 2\pi \},
\]
where
\[
\Gamma_{\text{pro}} = \{ \theta \mid 0 \leq \theta \leq \pi/2 \},
\]
\[
\Gamma_{\text{eva}} = \{ \theta \mid \theta = \pi/2 - it, t > 0 \},
\]
and the actual translator \([6]\) is
\[
T(D, \hat{k}) = \frac{ik}{8\pi^2} e^{-ikD}.\]
In this case, as indicated in (9), Eq. (4) can be divided into so-called propagating and evanescent parts
\[
F(D + r) = F_{\text{pro}}(D + r) + F_{\text{eva}}(D + r)
\]
\[
= \int_0^{2\pi} \int_0^{\pi/2} T(D, \hat{k}(\theta, \varphi)) F^{\infty}(\hat{k}(\theta, \varphi)) e^{ikr(\theta, \varphi)} \sin \theta d\varphi d\theta
\]
\[
- i \int_0^{2\pi} \int_0^{\pi/2} T(D, \hat{k}(\theta(t), \varphi)) \times
\]
\[
F^{\infty}(\hat{k}(\theta(t), \varphi)) e^{ikr(\theta(t), \varphi)} \sin(\theta(t)) d\varphi dt,
\]
where
\[
\theta(t) = \frac{\pi}{2} - it.
\]
The other five main directions can be taken care of by rotating the underlying coordinate system. For this purpose two new parameters are introduced here to denote the available choices, namely \(p = 1, 2, 3\), which corresponds to each main axis \(\epsilon_p\), and \(s = \pm 1\), which in turn corresponds to the positive or negative direction, respectively. These parameters are chosen for each cube pair \((Q_1, Q_2)\) according to the dominating direction, i.e. one should choose \(p\) and \(s\), see Eq. (2), so that
\[
|\hat{d}_p| = \max_{j \in \{1, 2, 3\}} |\hat{d}_j| \quad \text{and} \quad s = \text{sign}(\hat{d}_p),
\]
and now \(s \epsilon_p \cdot (D + r) > 0\) holds assuming that cubes \(Q_1\) and \(Q_2\) do not touch each other.

III. Computation of the Propagating Part

The method presented in \([13]\) works with TPE variant of MLFMA \([8], [9], [10]\), and only the actual construction of the translator needs to be addressed here. However, for completeness we will briefly discuss the method in more detailed form, and provide the formulas that are not presented in \([13]\).

The general idea of this approach is to write the first term on the right-hand side of Eq. (13) in the form
\[
F_{\text{pro}}(D + r) =
\]
\[
\int_0^{2\pi} \int_0^{2\pi} \frac{1}{2} T(D, \hat{k}) F^{\infty}(\hat{k}) e^{ikr} \chi(\theta, \varphi) \sin \theta d\varphi d\theta,
\]
where the appropriate spherical, i.e. \(2\pi\)-periodic and fulfilling
\[
\chi(\theta, \varphi) = \chi(2\pi - \theta, \varphi + \pi), \quad \theta \in [\pi, 2\pi],
\]
characteristic function is depending on the main direction of the translation
\[
\chi(\theta, \varphi) =
\]
\[
\chi_{[0, \pi]}(\theta) \chi(\varphi) + \chi_{[\pi, 2\pi]}(\theta) \chi(\varphi), \quad p_s = +1,
\]
\[
\chi_{[0, \pi]}(\theta) \chi_{[\pi, 2\pi]}(\varphi) + \chi_{[\pi, 2\pi]}(\theta) \chi_{[0, \pi]}(\varphi), \quad p_s = -1,
\]
\[
\chi_{[0, \pi]}(\theta) \chi_{[\pi, 2\pi]}(\varphi) + \chi_{[\pi, 2\pi]}(\theta) \chi_{[0, \pi]}(\varphi), \quad p_s = +2,
\]
\[
\chi_{[0, \pi]}(\theta) \chi_{[\pi, 2\pi]}(\varphi) + \chi_{[\pi, 2\pi]}(\theta) \chi_{[0, \pi]}(\varphi), \quad p_s = -2,
\]
\[
\chi_{[\pi, 2\pi]}(\theta),
\]
where \(\chi(\phi) = \chi_{[0, \pi]}(\phi) + \chi_{[\pi, 2\pi]}(\phi)\). The definitions of these functions are presented in Appendix I along with the formulas for the coefficients of the required Fourier series.

The required sampling rates for the translator are
\[
\tilde{M} = \exporder(k|D|, \text{acc})
\]
and
\[
\tilde{N}_m = \exporder \left( k \sin \theta_m^{t_2} \sqrt{D_1^2 + D_2^2, \text{acc}} \right),
\]
where \(m = 0, \ldots, \tilde{M}, \text{ acc} \) is the requested accuracy (i.e. the relative error should remain below \(10^{-\text{acc}}\)), exporder the function presented in \([9]\) and
\[
\theta_m^{t_2} = \frac{2\pi}{2M + 1} m, \quad m = 0, \ldots, \tilde{M}.
\]
Now the translator can be built according to the diagram depicted in Fig. 2. It should be noted that order \(M\) is the one used in the sampling of outgoing/incoming field patterns in \(\theta\)-direction as presented in \([9]\),
\[
\tilde{Q}_m = \exporder \left( k \sin \theta_m^{t_2 + \tilde{M}} \sqrt{D_1^2 + D_2^2, \text{acc}} \right) + \exporder \left( k \sin \theta_m^{2M + \tilde{M}} \frac{d\nu}{\sqrt{2}}, \text{acc} \right),
\]
for \(m = 0, \ldots, 2M + \tilde{M}\), and
\[
P_m = 2 \exporder \left( k \sin \theta_m^{2M} \frac{d\nu}{\sqrt{2}}, \text{acc} \right),
\]
for \(m = 0, \ldots, 2M\).
To summarize, translation of the propagating part in low, i.e. sub-wavelength, levels in TPE-MLFMA requires only that in this particular case the now poorly functioning Rokhlin translator is replaced with the one shown in Eq. (12). However, efficient evaluation of the evanescent part in these levels is a more complicated operation. This will be considered in details in the next few sections.

IV. COMPUTATION OF THE EVANESCENT PART

Let us define $a_\ell = 2^{-\ell} \pi = k d_\ell$. Change of variables [14]

$$\cos \theta = \frac{i}{a_\ell} s, \quad \sin \theta = \frac{1}{a_\ell} \sqrt{s^2 + a_\ell^2}$$

results in

$$\hat{k}(\theta, \varphi) = \frac{1}{a_\ell} \sqrt{s^2 + a_\ell^2} (\cos \varphi \hat{e}_1 + \sin \varphi \hat{e}_2) + \frac{i}{a_\ell} s \hat{e}_3,$$  \hspace{1cm} (23)

and

$$F_{eva}(D + r) = -\frac{i}{a_\ell} \int_{-\infty}^{\infty} \int T(D, \hat{k}(\theta, \varphi)) \times$$

$$F^\infty(\hat{k}(\theta, \varphi)) e^{i k \hat{k}(\theta, \varphi) \cdot r} d\varphi ds.$$  \hspace{1cm} (24)

The previous integral has the following property: If one assumes that wave number $k$ and source distribution $\rho$ in Eq. (7) are real valued, then integral (24) is also real valued, and this fact can be used to test the performance of the method described in Section III independently (i.e. without actually implementing the evaluation of the evanescent part) by simply investigating how accurately the imaginary part of Green’s function is translated through the process presented in that particular section. This approach will be employed in the numerical tests in Section VII.

To evaluate integral (24) a suitable numerical integration scheme is required. In parameter $\varphi$ we employ a trapezoidal rule with $2\tilde{N} + 1$ sampling points. On the other hand, with respect to parameter $s$ we utilize a generalized Gaussian rule derived from the algorithm created by Yarvin and Rokhlin [15]. The sampling points $s_{\tilde{m}}$ and weights $w_{\tilde{m}}$, $\tilde{m} = 1, \ldots, \tilde{M}$, and also order $\tilde{N}$ for the $\varphi$-integral, are available at https://users.aalto.fi/kwallen/eqaud; see also [13].

It should be noted that the size of the out-to-in-translation region affects the chosen $\tilde{M}$ and $\tilde{N}$. The ones given by eqaud are for the standard translation region. Let us denote the sampling points with

$$\tilde{k}_{\tilde{n}\tilde{m}} = \hat{k}(\theta_{\tilde{m}}, \varphi_{\tilde{n}}^N) = \frac{1}{a_\ell} \sqrt{s_{\tilde{m}}^2 + a_\ell^2} \times$$

$$(\cos \varphi_{\tilde{n}}^N \hat{e}_1 + \sin \varphi_{\tilde{n}}^N \hat{e}_2) + \frac{i}{a_\ell} s_{\tilde{m}} \hat{e}_3,$$  \hspace{1cm} (25)

where

$$\varphi_{\tilde{n}}^N = \frac{2\pi}{2\tilde{N} + 1} \tilde{n}, \quad \tilde{n} = 0, \ldots, 2\tilde{N}. \hspace{1cm} (26)$$

Integral (24) can then be evaluated with

$$F_{eva}(D + r) \approx \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{\tilde{n}=0}^{\tilde{N}} w_{\tilde{m}} \sum_{\tilde{s}=0}^{2\tilde{N}} V_{eva}(\tilde{k}_{\tilde{n}\tilde{m}}) e^{i k \tilde{k}_{\tilde{n}\tilde{m}} \cdot r}, \hspace{1cm} (27)$$

where

$$\tilde{w}_{\tilde{m}} = \frac{2\pi}{2N + 1} w_{\tilde{m}}$$  \hspace{1cm} (28)

and

$$V_{eva}(\tilde{k}_{\tilde{n}\tilde{m}}) = -\frac{i}{a_\ell} T(D, \tilde{k}_{\tilde{n}\tilde{m}}^\infty(\tilde{k}_{\tilde{n}\tilde{m}})).$$  \hspace{1cm} (29)

V. FAST EVALUATION OF PLANE WAVE SAMPLES FROM MULTIPOLE SERIES COEFFICIENTS

In this section efficient computation of plane wave samples from multipole series coefficients, see Eq. (44) below, is investigated. The method presented by Bogaert et al. in [11] is derived in a detailed way, and then from Eq. (55) onward the algorithm is extended to a new faster version, see diagram (62) at the end of the section.

Let us begin by defining multipoles

$$Z_{n,m}^h(r) = h_n^{(1)}(kr) Y_{n,m}(\hat{r}), \hspace{1cm} (30)$$

and

$$Z_{n,m}^j(r) = j_n(31)$$

where $r = |r|, \hat{r} = r/r, h_n^{(1)}$ is the spherical Hankel function of the first kind, $j_n$ is the spherical Bessel function of the first kind and $Y_{n,m}$ the normalized spherical harmonic defined by

$$Y_{n,m}(\hat{r}) = Y_{n,m}(\theta, \varphi) = c_{nm} e^{i m \varphi} P_n^m(\cos \theta),$$  \hspace{1cm} (32)

where $0 \leq m \leq n$,

$$\hat{r} = \cos \varphi \sin \theta \hat{e}_1 + \sin \varphi \sin \theta \hat{e}_2 + \cos \theta \hat{e}_3 \hspace{1cm} (33)$$

and

$$c_{nm} = \frac{2n + 1 (n - m)!}{4\pi (n + m)!}.$$  \hspace{1cm} (34)
which holds for any unit vector \( \theta \).

Equation (43) holds even with the complexified

\[ 3 \]

evaluating definition (32) is not efficient, but rather alternative recursive formulas should be utilized, see for example the appendix of [12].

Green’s function can be written in terms of multipoles [17]

\[ G(r - r') = \frac{e^{ik|r - r'|}}{4\pi|r - r'|} \]

which holds for any unit vector \( \theta \).

Equation (43) holds even with the complexified

\[ 3 \]

identity (35) and addition theorem [17]

\[ i^n (2n + 1) j_n (kr) P_n (\hat{r} \cdot \hat{k}) \]

which holds for any unit vector \( \hat{k} \in \mathbb{R}^3 \). However, assuming that \( \hat{k} \cdot \hat{k} = 1 \), which is always the case for Eq. (5), Eq. (43) holds even with the complexified \( \theta \).

The samples of the outgoing far field pattern (40) can be computed from formula

\[ F^{\infty} (\hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}}) = 4\pi \sum_{n=0}^{N} t^e_{n} \sum_{m=-n}^{n} \hat{a}_{nm}^{\infty} Y_{n,m} (\hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}}) \].

In this representation order \( N \) can be chosen as determined by function \( \text{evorder}(\ell, a, c) \) presented in [14].

In order to obtain formula for \( \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} \) used in the previous equation, let us investigate Eq. (12). One can write

\[ T \left( D, \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} \right) = \frac{i k}{8\pi^2} e^{ik \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} \cdot D} \]

where the rotation matrices are

\[ R_1 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}, \quad R_2 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]

Now \( \hat{e}_3 \cdot \hat{s} R_p D > 0 \) holds, and one can utilize points \( \hat{k}_{m \tilde{n}} \), see (25), by simply defining \( \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} \) so that

\[ \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} := \hat{R}^{-1}_p \hat{k}_{m \tilde{n}}. \]

By denoting the matrix that rotates a vector by angle \( \alpha \) around axis \( \hat{u} \) with \( R(\alpha, \hat{u}) \), one can further write [11]

\[ \hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}} = R_p^{-1} \left[ \hat{s} \left( \frac{2p\pi}{3}, \hat{e}_3 \right) \right] R_0 \hat{k}_{m \tilde{n}}, \]

where \( R_0 = R ( -\cos(1/\sqrt{3}), (e_2 - e_1)/\sqrt{2} ) \).

Wigner rotation matrix \( D^n \in \mathbb{R}^{2(n+1) \times 2(n+1)} \) [18] is defined by formula

\[ Y_{n,m}(R \hat{r}) = \sum_{m'=-n}^{n} D^n_{m,m'}(R) Y_{n,m'}(\hat{r}), \]

where \( R \in \mathbb{R}^{3 \times 3} \) is a rotation matrix.

Eq. (44) can then be rewritten by utilizing the defined rotations and Wigner rotation matrix (50) as follows,

\[ F^{\infty} (\hat{k}^{(p,\delta)}_{m \tilde{n} \tilde{m}}) = 4\pi \sum_{n=0}^{N} t^e_{n} \sum_{m=-n}^{n} \hat{a}_{nm}^{\infty} \times 
\]

\[ Y_{n,m} \left( R_0^{-1} \left[ \hat{s} \left( \frac{2p\pi}{3}, \hat{e}_3 \right) \right] R_0 \hat{k}_{m \tilde{n}} \right) \]

\[ = 4\pi \sum_{n=0}^{N} \sum_{m=-n}^{n} a'_{nm} Y_{n,m} \left( \hat{s} \left( \frac{2p\pi}{3}, \hat{e}_3 \right) R_0 \hat{k}_{m \tilde{n}} \right), \]

where

\[ a'_{nm} = \left( t^e_{n} \right) \sum_{m'=-n}^{n} D^n_{m,m'}(R_0^{-1}) \hat{a}_{nm}. \]
Rotation around $\hat{e}_3$ is diagonal, given by formula [11]
\[
D^\alpha_{m,m'}(R(\alpha, \hat{e}_3)) = e^{im\alpha} \delta_{m,m'},
\]
and so Eq. (51) can be written as
\[
F^\infty \left( \tilde{k}^{(p,\bar{s})}_{m,n} \right) = \frac{4\pi \sum_{n=0}^{N} s^n \sum_{m=-n}^{n} a'_{n,m} e^{im 2\pi \frac{r}{N}} Y_{n,m}(R_0 \hat{k}_{m,n})}{4\pi \sum_{n=0}^{N} s^n \sum_{m=-n}^{n} a'_{n,m} e^{im 2\pi \frac{r}{N}} Y_{n,m}(R_0 \hat{k}_{m,n})}.
\]
This formula was presented by Bogaert et al. in [11]. But one can observe now that representation (54) can be developed further into
\[
F^\infty \left( \tilde{k}^{(p,\bar{s})}_{m,n} \right) = \frac{4\pi \sum_{n=0}^{N} s^n \sum_{m=-n}^{n} c^{(p)}_{n,m} Y_{n,m}(\hat{k}_{m,n})}{4\pi \sum_{n=0}^{N} s^n \sum_{m=-n}^{n} c^{(p)}_{n,m} Y_{n,m}(\hat{k}_{m,n})} = \frac{4\pi \sum_{m=-N}^{N} s^n \sum_{m=-n}^{n} D^\alpha_{m,m'}(R_0) a'_{n,m'}}{4\pi \sum_{m=-N}^{N} s^n \sum_{m=-n}^{n} D^\alpha_{m,m'}(R_0) a'_{n,m'}}.
\]
which
\[
c^{(p)}_{n,m} = \sum_{m'=-n}^{n} D^\alpha_{m',m}(R_0) e^{im' 2\pi \frac{r}{N}} a'_{n,m'} = \sum_{m'=-n}^{n} D^\alpha_{m',m}(R_0) e^{im' 2\pi \frac{r}{N}} a'_{n,m'},
\]
According to Eq. (32) the far field pattern (55) has the form
\[
F^\infty \left( \tilde{k}^{(p,\bar{s})}_{m,n} \right) = \frac{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}}{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}} = \frac{-\bar{s}-1}{\bar{s}} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m} + \sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m} + \sum_{m=N+1}^{\bar{s}} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m},
\]
where
\[
b^{(p,\bar{s})}_{m}(m) = \begin{cases} 0, & |m| > N, \\ 4\pi \sum_{n=|m|}^{N} c^{(p)}_{n,m} s^n Y_{n,m}(\hat{k}_{m,n}), & |m| \leq N. \end{cases}
\]
Since the chosen multipole series order $N$ and the plane wave sampling rate in $\varphi$-direction $\bar{s}$, see Eq. (26), are relatively close to each other, at least in the subwavelength levels, the major part of the computation typically takes place in the middle term of the right side of Eq. (57). The derived formulas can be used to speed up the computations simply because the middle term in question can be computed efficiently with $\text{iFFT}$, see Appendix II, by first assembling vector
\[
f^{(p,\bar{s})}_{m}(\bar{s}) = [b^{(p,\bar{s})}_{m}(0), \ldots, b^{(p,\bar{s})}_{m}(\bar{s})],
\]
and then computing for a given $\bar{n}$
\[
g^{(p,\bar{s})}_{m}(\bar{n}) = (2\bar{n} + 1) \text{iFFT} \left( f^{(p,\bar{s})}_{m}(\bar{s}) \right).
\]
Eq. (57) becomes then
\[
F^\infty \left( \tilde{k}^{(p,\bar{s})}_{m,n} \right) = \frac{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}}{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}} = \frac{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}}{\sum_{m=-N}^{N} b^{(p,\bar{s})}_{m}(m) e^{im \varphi_m}}.
\]
So the computation of the plane wave samples starting with the outgoing normalized multipole series coefficients can be performed efficiently according to the following diagram:

VI. FAST EVALUATION OF THE COEFFICIENTS OF THE INCOMING MULTIPole SERIES FROM THE SAMPLES

After the translation operation each cube has six incoming sample pattern sets that must be converted into one incoming multipole series coefficient set. A new efficient version of this operation is derived in the section, see diagram (79) at the end of this section. To improve stability of the described process a suitable normalization coefficient $t_{in}^\ell$ is added to the formulas. From formulas (24), (29) and (43) it follows that
\[
F_{\text{eva}}(D + r) = \sum_{\ell=0}^{2\pi} \int_{0}^{\infty} V_{\text{eva}}(k^{(p,\bar{s})}) e^{ik^{(p,\bar{s})} r} d\varphi ds = \sum_{\ell=0}^{2\pi} \int_{0}^{\infty} V_{\text{eva}}(k^{(p,\bar{s})}) \times \left[ 4\pi \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (-1)^m Y_{n,-m}(k^{(p,\bar{s})}) Z_{n,m}(kr) \right] d\varphi ds = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} t_{in}^\ell \tilde{b}_{nm} Z_{n,m}(kr),
\]
where, see Eq. (35),
\[
\tilde{b}_{nm} = 4\pi i^n (t_{in}^\ell)^n \times \sum_{\ell=0}^{2\pi} \int_{0}^{\infty} V_{\text{eva}}(k^{(p,\bar{s})}) Y_{n,m}^*(\tilde{k}^{(p,\bar{s})}) d\varphi ds.
\]
Let us denote, following Eq. (39),
\[ \hat{b}^\infty_{nm} = \frac{1}{k^{1/n+1}} \hat{b}_{nm}, \]  

(65)

Then the normalized coefficients for the incoming multipole series can be computed, see Eq. (49), with formula
\[ \hat{b}^\infty_{nm} \simeq \frac{4\pi}{ik} \left( \frac{t'}{r_{in}} \right)^n \sum_{\tilde{m},\tilde{n}} \tilde{w}_{\tilde{m}} \sum_{p,s} \nabla \left( \frac{k_{\tilde{m},\tilde{n}}}{\tilde{p}} \right) \times \]
\[ Y^{*}_{n,m} \left( R_0^{-1} \left[ \hat{s} R \left( \frac{2p\pi}{3}, \hat{e}_3 \right) \right] R_0 \hat{k}_{\tilde{m},\tilde{n}} \right), \]

(66)

where \( \tilde{w}_{\tilde{m}} \) are the numerical integration quadrature weights defined in Section IV. To simplify notations let us further denote
\[ \tilde{V}^{\left(p,\hat{s}\right)}_{n,m} := \tilde{w}_{\tilde{m}} \nabla \left( \frac{k_{\tilde{m},\tilde{n}}}{\tilde{p}} \right). \]

(67)

Since the following identities
\[ D_{m_1,m_2}^{n_1}(R) = D_{m_2,m_1}^{n_2}(R^{-1}) \]

(68)

and
\[ \sum_{m'=-n}^{n} D_{m',m_1}^{n}(R) D_{m',m_2}^{n}(R) = \delta_{m_1,m_2} \]

(69)

hold for any rotation matrix \( R \), coefficients \( \hat{b}^\infty_{nm} \) can be written as
\[ \hat{b}^\infty_{nm} = \sum_{m''=-n}^{n} \delta_{m,m''} \hat{b}^\infty_{nm''} = \sum_{m=-n}^{n} \left( \sum_{m''=-n}^{n} D_{m',m''}^{n}(R_0) D_{m'',m'}^{n}(R_0) \right) \hat{b}^\infty_{nm''} \]

(70)

where
\[ \hat{b}^\infty_{nm'} = \sum_{m''=-n}^{n} D_{m',m''}^{n}(R_0^{-1}) \hat{b}^\infty_{nm''}. \]

(71)

Combining this with (66) yields
\[ \hat{b}_{nm} = \left( t' \right)_n^{\frac{1}{n}} \hat{b}_{nm} = \frac{4\pi}{ik} \sum_{m'=-n}^{n} D_{m',m'}^{n}(R_0^{-1}) \times \]
\[ \sum_{\tilde{m},\tilde{n}} \tilde{V}^{\left(p,\hat{s}\right)}_{\tilde{m},\tilde{n}} Y_{n,m''}^{*} \left( R_0^{-1} \left[ \hat{s} R \left( \frac{2p\pi}{3}, \hat{e}_3 \right) \right] R_0 \hat{k}_{\tilde{m},\tilde{n}} \right) \]

(72)

One can further simplify this into
\[ b_{nm} = \frac{4\pi}{ik} \sum_{p,s} e^{-im2\pi} \sum_{m'=-n}^{n} D_{m',m'}^{n}(R_0^{-1}) \hat{s}^{m} \times \]
\[ \sum_{\tilde{m},\tilde{n}} \tilde{V}^{\left(p,\hat{s}\right)}_{\tilde{m},\tilde{n}} Y_{n,m'}^{*} \left( R_0 \hat{k}_{\tilde{m},\tilde{n}} \right). \]

(73)

Let us then denote
\[ d_{nm}^{(p)} := \frac{4\pi}{ik} (-1)^m \sum_{\tilde{m},\tilde{n}} \tilde{V}^{\left(p,\hat{s}\right)}_{\tilde{m},\tilde{n}} \left( R_0 \hat{k}_{\tilde{m},\tilde{n}} \right) \sum_{n} \hat{s}^{m} \tilde{V}^{\left(p,\hat{s}\right)}_{n,m}, \]

(74)

where Eq. (35) has been utilized, yielding
\[ b_{nm} = \sum_{m=-n}^{n} D_{m',m_1}^{n}(R_0^{-1}) \sum_{p,\hat{s}} e^{-im2\pi} d_{nm}^{(p)}. \]

(75)

For the case \(-\bar{N} \leq m \leq \bar{N}\), the calculations can be made faster by first computing vectors, see Appendix II,
\[ \hat{b}_{nm}^{\left(p,\hat{s}\right)} = \text{fft} \left( \left[ \tilde{V}^{\left(p,\hat{s}\right)}_{m,0}, \ldots, \tilde{V}^{\left(p,\hat{s}\right)}_{m,2\bar{N}} \right] \right), \]

(77)

and then utilizing these to compute the coefficients for parameters \( m = -\bar{N}, \ldots, \bar{N} \) with
\[ d_{nm}^{(p)} = \frac{4\pi}{ik} (-1)^m \sum_{\tilde{m},\tilde{n}} \tilde{V}^{\left(p,\hat{s}\right)}_{\tilde{m},\tilde{n}} \left( R_0 \hat{k}_{\tilde{m},\tilde{n}} \right) \sum_{n} \hat{s}^{m} \times \]
\[ \left\{ \begin{array}{ll}
\hat{b}_{nm}^{\left(p,\hat{s}\right)} (2\bar{N} + 1 + m), & -\bar{N} \leq m < 0, \\
\hat{b}_{nm}^{\left(p,\hat{s}\right)} (m), & 0 \leq m \leq \bar{N}.
\end{array} \right. \]

(78)

Thus the computation of incoming multipole series coefficients starting with the incoming plane wave samples can be performed with the following diagram:
\[ \left\{ \tilde{V}^{\left(1,1\right)}, \tilde{V}^{\left(2,2\right)}, \tilde{V}^{\left(3,3\right)} \right\} \rightarrow \left\{ d^{(1)}, d^{(2)}, d^{(3)} \right\} \rightarrow \left\{ b' \right\} \rightarrow \left\{ \hat{b}' \right\}. \]

(79)

VII. NUMERICAL RESULTS

The first test verifies that the process described in Section III works as anticipated. This was done by investigating the following test setup: First 63 source points were placed in a regular lattice from corner to corner inside each of the 8 small (side length \( \lambda /8192 \)) cubes shown in Fig. 3. Each point \( i \) was also assigned with a random source \( \rho_i \in \mathbb{R} \), see Eq. (1). The outgoing field patterns were then aggregated to
Fig. 3. Setup for the aggregation and disaggregation in the experiments. Notice that the eight small cubes (blue) are not in correct scale compared to the large one (black). To aggregate field from the small cubes to the large cube requires 12 interpolation steps.

Fig. 4. The test setup used in the numerical experiment.

the large (side length $\lambda/2$) cube in 12 separate interpolation steps ($\lambda/8192 \rightarrow \lambda/4096 \rightarrow \ldots \rightarrow \lambda/4 \rightarrow \lambda/2$).

Then the out-to-in -translation presented in Section III was performed, followed by the 12-step disaggregation process, and finally the field in the target points (8 cubes with $6^3$ points in each) was evaluated and stored in result vector $\tilde{f}$.

It should be noted that in this particular test we only compare the imaginary part of the translated field, see Eq. (1), to the accurate one, as was explained in Section IV. The obtained results, i.e. the relative error defined by formula

$$\frac{\|\text{Im}(\tilde{f}) - \text{Im}(f)\|_2}{\|\text{Im}(f)\|_2},$$  \hspace{1cm} (80)

where vector $f$ contains the directly computed values, are presented in Fig. 5 as function of the chosen accuracy parameter $acc$.

One can clearly observe that the described process works as anticipated, and that it also allows full numerical error control for the translation of the propagating part.

Next the evaluation of whole Eq. (1), employing the processes from Sections III, IV, V and VI, was examined in the same test case. In Fig. 6 the relative error

$$\frac{\|\tilde{f} - f\|_2}{\|f\|_2},$$  \hspace{1cm} (81)

is depicted, and in Tables I and II the observed relative speedups compared to the original version by Bogaert et al., see Eq. (3.25) in [11], are shown for the various combinations of accuracy and levels where the translation takes place. The computations for the results shown in the tables were performed in a PC equipped with Intel® E4-1230 v2 processor.

The developed code utilizes only one thread in these examples, and the $\text{ffts}$ were computed with Intel® MKL. The variation in the results respect to chosen accuracy and level is due to the sensitivity of the utilized $\text{fft}$-library to the length of the processed vectors, see Eq. (60) and (77). No attempt to optimize parameter $\tilde{N}$ in order to improve the CPU-time was done in the results shown in Tables I and II.

Fig. 5. Demonstration that the algorithms shown in Section III allow full numerical accuracy control for the translation of the imaginary part of the field, see Eq. (1). Results for the cases $s = +1$, which are similar, are omitted here.

Fig. 6. Relative error of the computed field versus the chosen accuracy.

VIII. CONCLUSIONS

In this article some improvements to the broadband TPE-MLFMA based on the use of a spectral translator in lower levels were suggested. A fast algorithm for computing the plane wave samples from multipole series coefficients was presented including the corresponding reverse version. These improvements were derived in detail, and the efficiency of
was demonstrated with simple examples. These significantly improved conversion algorithms are essential building blocks for developing an efficient and at the same time numerically error controllable MLFMA engine suitable for medium size problems that can be solved in workstation type computers. We have observed that in case of surface integral equation problems that can be solved in workstation type computers.

\[ a_n^\pm = \begin{cases} 
\frac{1}{2}, & n = 0, \\
\pm \frac{i(-1)^n - 1}{2\pi n}, & \text{otherwise,} 
\end{cases} \]

\[ b_m^\pm = \begin{cases} 
\frac{\pm im}{4}, & |m| = 1, \\
\frac{1 + (-1)^m}{2\pi(1-m^2)}, & \text{otherwise,} 
\end{cases} \]

\[ c_m^\pm = \begin{cases} 
\pm \frac{1}{2\pi}, & |m| = 1, \\
\frac{1}{\pi(1-m^2)}, & m \text{ is even,} \\
\frac{1 - m(-1)^{m/2}}{\pi(1-m^2)}, & \text{otherwise.} 
\end{cases} \]

### APPENDIX I

The Fourier series required in Section III for the functions involving characteristic functions of type

\[ \chi_{[\alpha,\beta]}(\phi) = \begin{cases} 
1, & \phi \in [\alpha, \beta] \\
0, & \text{otherwise} 
\end{cases} \]

are as follows:

\[ \chi_{[0,\pi]}(\phi) = \sum_{n=-\infty}^{\infty} a_n^+ e^{in\phi}, \]

\[ \chi_{[\pi,2\pi]}(\phi) = \sum_{n=-\infty}^{\infty} a_n^- e^{in\phi}, \]

\[ \hat{\chi}(\phi) = \sum_{n=-\infty}^{\infty} i^n a_n^+ e^{in\phi}, \]

\[ \chi_{[\pi, \pi]}(\phi) = \sum_{n=-\infty}^{\infty} i^n a_n^- e^{in\phi}, \]

\[ |\sin \theta| \chi_{[\pi, \pi]}(\phi) = \sum_{m=-\infty}^{\infty} b_m^+ e^{im\theta}, \]

\[ |\sin \theta| \chi_{[0, \pi]}(\phi) = \sum_{m=-\infty}^{\infty} b_m^- e^{im\theta}, \]

\[ |\sin \theta| \chi_{[\pi, 2\pi]}(\phi) = \sum_{m=-\infty}^{\infty} c_m^+ e^{im\theta}, \]

\[ |\sin \theta| \chi_{[0, \pi]}(\phi) = \sum_{m=-\infty}^{\infty} c_m^- e^{im\theta}, \]

where

<table>
<thead>
<tr>
<th>level</th>
<th>acc -6</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.0</td>
<td>6.0</td>
<td>5.9</td>
<td>5.9</td>
<td>5.7</td>
<td>7.9</td>
<td>8.6</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.6</td>
<td>8.6</td>
<td>8.6</td>
<td>8.6</td>
<td>8.3</td>
<td>8.3</td>
<td>9.1</td>
<td>8.8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12.0</td>
<td>11.8</td>
<td>11.9</td>
<td>11.9</td>
<td>19.4</td>
<td>18.3</td>
<td>12.0</td>
<td>17.1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.1</td>
<td>14.2</td>
<td>14.3</td>
<td>14.3</td>
<td>14.0</td>
<td>25.7</td>
<td>21.4</td>
<td>22.1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>25.8</td>
<td>25.7</td>
<td>25.7</td>
<td>25.7</td>
<td>25.8</td>
<td>25.2</td>
<td>18.0</td>
<td>31.1</td>
<td></td>
</tr>
</tbody>
</table>

### APPENDIX II

Let there be coefficient vector

\[ \mathbf{a} = [a_0, \ldots, a_N, a_{-N}, \ldots, a_{-1}]^T. \]

Let us then denote sample vector with

\[ \mathbf{s} = [s_0, \ldots, s_{2N}]^T, \]

where the elements of this vector are given by

\[ s_m = \sum_{n=-N}^{N} a_n e^{-i\frac{2\pi m}{2N+1}}, \]

Then the sample vector \( \mathbf{s} \) can be computed efficiently from coefficient vector \( \mathbf{a} \) with formula

\[ \mathbf{s} = \text{fft}(\mathbf{a}). \]

In the previous formula we employ \texttt{fft} which computes the Discrete Fourier Transform (DFT) defined by

\[ \mathbf{s}(m) = \sum_{n=0}^{2N} a(n)e^{-i\frac{2\pi m}{2N+1}n}, \quad m = 0, \ldots, 2N. \]

This definition is compatible with the \texttt{fft} implementations available for example in MATLAB, FFTW (http://www.fftw.org/) and Intel\textsuperscript{@} MKL. Further if the elements of Eq. (95) are defined as follows

\[ s_m = \sum_{n=-N}^{N} a_n e^{i\frac{2\pi m}{2N+1}n}, \quad m = 0, \ldots, 2N, \]

then one can evaluate the sample vector \( \mathbf{s} \) efficiently with

\[ \mathbf{s} = (2N + 1) \text{ ifft}(\mathbf{a}). \]
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