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ABSTRACT The concept of digital twin (DT) has emerged to enable the benefits of future paradigms such as the industrial Internet of Things and Industry 4.0. The idea is to bring every data source and control interface description related to a product or process available through a single interface, for auto-discovery and automated communication establishment. However, designing the architecture of a DT to serve every future application is an ambitious task. Therefore, the prototyping systems for specific applications are required to design the DT incrementally. We developed a novel DT prototype to analyze the requirements of communication in a mission-critical application such as mobile networks supported remote surgery. Such operations require low latency and high levels of security and reliability and therefore are a perfect subject for analyzing DT communication and cybersecurity. The system comprised of a robotic arm and HTC vive virtual reality (VR) system connected over a 4G mobile network. More than 70 test users were employed to assess the system. To address the cybersecurity of the system, we incorporated a network manipulation module to test the effect of network outages and attacks; we studied state of the art practices and their utilization within DTs. The capability of the system for actual remote surgery is limited by capabilities of the VR system and insufficient feedback from the robot. However, simulations and research of remote surgeries could be conducted with the system. As a result, we propose ideas for communication establishment and necessary cybersecurity technologies that will help in developing the DT architecture. Furthermore, we concluded that developing the DT requires cross-disciplinary development in several different engineering fields. Each field makes use of its own tools and methods, which do not always fit together perfectly. This is a potentially major obstacle in the realization of Industry 4.0 and similar concepts.

INDEX TERMS Digital twin, virtual reality, robot control, mobile networks, network security.

I. INTRODUCTION

Industrial Internet and Internet of Things (IoT) have brought up a capability to measure and observe various phenomena. Data available from those has in turn created an opportunity to develop system modelling capabilities such as Digital Twins (DT). The concept of DT has emerged to make the physical things and related data sources accessible for software and users on digital platforms [2]. Terms used for similar or partially overlapping concepts include digital counterpart, virtual twin, virtual object, product agent, and avatar [3]. DT is argued to consist of three parts: physical product, digital product and the linkage between the physical and digital products [4]. DT enables real time communication with the physical twin in both directions. Interested entities, such as processes or systems, can read data from the physical product via a DT, analyze the data and execute simulations. Vice versa, actuation commands, control signals and other data can be sent to the physical twin with the help of a DT. The DT contains a structured description of available communication and control interfaces of the physical asset. These interfaces can be accessed and harnessed for application specific needs by analyzing the DT and without accessing and examining the physical twin at the site. Apart from the communication aspect, a DT will serve as container of all existing data about the physical twin. The actual data, such
as CAD model files, sales documentation and measurement data, technically exist in several different software and systems. The role of DT is to bring these various data stores accessible via a single interface.

Furthermore, just like a physical object is always tied to specific location and time, a DT needs to incorporate location and time aspects despite of it’s digital nature. These fundamental features are the core of a DT. The ultimate value proposition of a DT is to enable communication between devices and systems in real time and, more importantly, automatically. Without DT, setting up complex systems, such as our remote surgery system, would require specialists and experts for each product, device and software piece incorporated. By analyzing the DTs of the incorporated components, developers and engineers can determine, design and create the required interfaces, integrations and communication links without specific expertise of each component. Eventually, the devices might be able to discover and understand each other without any human engineer in between. This sort of auto-discovery and auto-established communication with the help of DTs could eventually make IoT more scalable for applications currently unimaginable. The underlying problems, beside the obvious technical one that such protocols and networking architecture are currently only under development [2], include authentication of each device and user, safety and security, data ownership issues, reliability, robustness and acceptable delays, among others. Solving these problems with DTs will enable the Industrial Internet and IoT to really add value to current systems and processes.

We developed a novel prototype system to investigate what kind of communication link is required in a mission critical application. As a case application, we chose the specific task of remote surgery. Such operations require near zero latency and high levels of security and reliability [5] and therefore are a perfect subject for analysis in the context of DTs involved in achieving the required features and functionality. Defining proper DT architecture that has potential to succeed in every possible future application is an immensely ambitious task. This kind of analysis via specific prototype applications provides the necessary building blocks to eventually be able to determine the structure and architecture of DTs. Moreover, we could determine if mobile network supported medical operations are feasible. We collected experimental results about the functionality of the DT, different feedback technologies and usability of the system in test sessions with test users. Cybersecurity was studied with implementations regarding network security and user authentication and analyzing state of the art technologies and their consequences in development of DT concept. Based on the experiences gained during the development phase and experiments, we present ideas on how a DT should be designed to succeed in a mission critical application with special emphasis on the cybersecurity issues.

In many cases, the subject of a medical operation is in critical state and delays might result in further traumas. Additionally, it might be expensive, inconvenient or impossible for the patient and the medical personnel to travel to a mutual location. In these cases, remote operations could prove useful and might be possible with modern technologies such as Virtual Reality (VR), robotics and communication via a DT over mobile networks. VR supported applications provide great feedback and a significant improvement compared to more traditional video link and instruction passing. The first commercial VR applications, such as Forte Technology’s VFX1, were launched in 1994 [6]. Only recently have the required technologies advanced enough to bring the VR devices to really usable level [7]. The best devices are able to generate virtual worlds that appear and feel almost like reality [8]. Moreover, monitoring various data points in real time from the user has become possible with smart phones and without extensive purpose-built sensor setups. This data can be used in augmenting virtual realities with real life elements [9].

Current state of the art technology in robotic surgery includes Da Vinci system. It enables prostate cancer surgeries to be performed with a robot inside a patient. A VR controller device is situated close to the patient. A doctor has a VR view inside the patient and maneuvers a robot with special controller interface [10], [11]. Furthermore, some surgeries have been performed remotely. One example is a cholecystectomy (surgical removal of gallbladder) performed over a distance of 6230 km between the surgeon and the patient in 2001 [12]. However, the connection used was specially set up for the particular operation, which means that using similar technology requires these connections set up beforehand in order to perform operations quickly on demand. The problems in remote control of robots in surgical applications include sufficient feedback for the surgeon, timely co-operation and communication with the remote and local teams, calibration of the control system with the patient and reliability, latencies and cybersecurity of the connection, among others. Using digital technology (in contrast to analog technology) enables digital concepts such as DT and AI in solving these problems and utilizing existing digital networks such as Internet and mobile networks. Remote surgeries using mobile networks has not been attempted to date. Such operations require exceptionally safe and trusted hardware, software and communication systems. With the onset of 5G mobile network technology, robotic telesurgery over 5G has become a research hotspot to resolve the various issues such as required human-machine interfaces, security, privacy and reliability [13]. In addition to contribution in development of DT concept, our prototype system brings remote surgeries over mobile networks closer to reality by providing solutions to the above mentioned problems.

II. TEST SETUP
While actual surgeries are complex and include several systems and personnel operating simultaneously, we simplified the problem into the bare essentials of using a set of instruments to operate a patient. By using a VR system to control an industrial robotic arm, we could achieve this core function.
FIGURE 1. A robotic arm was used to move a set of instruments to simulate a remote surgery of a dummy patient.

The simplified (physical) surgery environment is illustrated in figure 1.

VR could refer to plenty of distinct concepts, such as the virtual world described in The Matrix film series [14] or video games that are built around a virtual world in which the player can complete missions. With VR, we refer to a technology where the user is completely immersed into a virtual world with a head mounted display (HMD). The technology utilizes various sensors to create an immersive experience where the user is actually part of the VR and is able to explore and interact with the VR world. Similar sensors can be attached to other physical objects to bring them into the VR world as well. This sort of VR technology is used for variety of purposes such as game industry [15], architecture visualization [16], art creation [17], engineering [18] and movie industry [19]. These VR applications simulate real world or some real world elements depending on the requirements of each application.

The developed system required both the possibility to display and manipulate a virtual world. HTC Vive system [20] fulfilled these requirements plus had the highest rated reviews on the internet [21]. Other possible options included Oculus Rift with its Oculus Touch controllers [22]. The HTC Vive has a HMD unit and two handheld controllers. The controllers have an extensive interface for different actions to manipulate the virtual world and a haptic feedback function. The system utilizes an infrared laser grid to track the movement of the HMD and controllers. Inertial measurement units are used to improve the location tracking within the laser grid. The specification of the Vive system is presented in table 1.

Industrial robotic arms are generally used in mass manufacturing, which includes highly repetitive work and requires accuracy for extended periods of time. The shift from human workforce to robots requires substantial investment which can be more easily compensated in such manufacturing processes. Typical tasks for a robot are monotonous, difficult, dangerous or otherwise unpleasant for a human to complete. [24] For example, applying an even layer of paint on a large area can be difficult and include harmful working conditions for a human. However, such a task can be programmed to a robot [25].

Recently, robotic arms have started to share the working space with human workers. Traditionally robots have been working in separate spaces, but with advanced safety measures the collaboration with humans has become feasible. These collaborative robots are specifically called cobots. Robots must comply with EN ISO 10218-1:2011 safety standard and ISO/TS 15066:2016 technical specification, which specify safety measures for cobots in industrial applications [26], [27]. The safety requirements can be met for example with a collision detection system. However, each environment and application is unique and safety has to be evaluated case by case.

The typical advantages of industrial robotic arms were not especially utilized in this study. The most important feature utilized was the robotic arm’s ability to replicate human hand movement, which requires six degrees of freedom. An industrial robotic arm with six joints fulfills this requirement [24] and thus suits well as a remote replicator of the user’s

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display refresh rate</td>
<td>90Hz</td>
</tr>
<tr>
<td>Field of view</td>
<td>110°</td>
</tr>
<tr>
<td>HMD location refresh rate</td>
<td>225Hz</td>
</tr>
<tr>
<td>Controller location refresh rate</td>
<td>250Hz</td>
</tr>
<tr>
<td>Tracking residual noise range</td>
<td>0.3mm</td>
</tr>
<tr>
<td>Tracking error (RMS)</td>
<td>2mm</td>
</tr>
</tbody>
</table>

TABLE 1. HTC Vive specification according to Kreylos [23] and HTC [20].
hand movements. As described, a robot operating in the same working space with humans requires special safety measures to avoid accidents. A prototype system is not an industrial application and does not necessarily require such measures. Nevertheless, the prototype system will be used for research and possibly for demonstrations with personnel unfamiliar with the system. Moreover, humans are definitely present in the same working space in medical tasks and hence the arm needed to be a cobot.

Universal Robots UR3 met the requirements specified above. Furthermore, the UR3 had an extensive scripting language for programming the robot, which was seen potentially helpful in building the prototype [28]. Moreover, the UR3 has an interface for different end effectors which helps in modifying the prototype system for different applications. The reach of the arm was slightly limited, but sufficient for research purposes and demonstrations. The specification of the UR3 is presented in table 2. [29]

Comparing the specification of the HTC Vive system and the UR3 arm, as specified in the tables 1 and 2 above, the former seems to be the limiting factor in terms of accurately replicating the hand movements of the user. However, based on our tests with the system, the achieved accuracy is ultimately limited by the accuracy of the human hand. Consequently, we scaled the movements in VR down by a factor of 0.5 as described in section II-B, which reduces the human hand accuracy. Furthermore, this reduces the effect of HTC Vive inaccuracy in half, i.e. the resulting tracking error is 1mm (RMS) based on the measurements made by Kreylos [23]. The robotic arm controller is running at a frequency of 125 Hz and needs to be given instructions once each run [28]. As seen from the specification, the refresh rate of the HTC Vive system is considerably greater. Consequently, the achieved update rate of the system is limited to 125 Hz in optimal network conditions. Once the update rate drops below 125 Hz, the robot performs an emergency stop.

### A. VR SCENE AND ROBOT SITE

The VR hardware requires a software framework to create any VR experience. Unity is a platform for developing 3D games and is widely used in creating VR experiences and games. Unity handles all background processes, graphics processing and provides a physics engine for creating realistic virtual worlds. The developer only needs to program the game logic and design the virtual world scene [31]. The hardware manufacturer HTC and gaming software company Valve have collaborated to create a software development kit (SDK) called OpenVR, which provides software development tools for creating VR content. The SDK contains an interface for translating the tracking data from HTC Vive to a format that Unity is able to understand as well as using the haptic feedback and other controller functions [32].

Utilizing Unity and OpenVR, we created a VR scene that resembles loosely a medical setting for the prototype system. In the scene, a virtual dummy patient was located on top of...
a virtual table to mirror a physical dummy patient (stuffed bunny), which was on a table in real world. Their locations were calibrated to match. Moreover, the virtual dummy patient was scaled up, so that the VR movements could be scaled down for improved accuracy. A virtual representation of a medical instrument was floating above the patient. This instrument was used as the interface to control the robot intuitively. A user needs to pick up this virtual instrument and move it around however required and the robotic arm replicates that movement in real life. Three buttons were located close to the virtual operation table for the user to request different instruments. An illustration of the scene is shown in figure 2.

For the UR3 arm to be able to pick up instruments, we attached a simple electric magnet to the end of the arm. Using the UR3’s built-in end effector interface we were able to switch the magnet on and off as required automatically or under user command. A teaching sequence was created with which the user could teach the robot how and where to pick up required instruments, so that the instruments could be switched automatically without human intervention at the robot site.

The system was separated at two sites, the VR site and robot site. Both sites were running a server computer that handled the networking and most of the data processing. The VR site server computer was also running the VR scene. Furthermore, a robot controller handled the processes that were closely related to the robotic arm. The two sites were interconnected with a 4G mobile network connection. The connection was established through a OpenVPN server which was running on a cloud server in Helsinki, capital of Finland. A schematic of the network setup is shown in figure 3.

### B. DIGITAL TWIN

Once the hardware and network were set up, we started building the communication within the system which finally completes the DT of the system. It includes physical products, digital products and the connectivity in between, as defined in e.g. [4].

When using the system, a user picked up the virtual instrument using a hand held controller. The VR hardware tracked the movement of the controller and delivered the location and rotation data to the VR scene. The data was interpreted in the OpenVR software layer and the result was location and rotation data relative to the VR scene. Using that data, the system was able to tell the robotic arm what pose it should reach for. However, the coordinate systems of the VR and the robotic arm were different and the VR software does not understand robot poses. Moreover, the system had other limitations that had to be addressed. Consequently, several translations and conversions had to be applied before the robotic arm could utilize the data.

The Unity based VR world has a left handed coordinate system with X-axis to the right, Y-axis up and Z-axis forward with the location data stored in a quaternion format. On the contrary, the UR3 controller uses a right handed coordinate system with X-axis to the right, Y-axis to forward and Z-axis upward with the data stored in an axis-angle vector [28]. First, the rotation data had to be translated from quaternion format to an axis-angle vector format with equation

\[
\begin{align*}
\alpha &= 2 \cdot \text{acos}(qw) \\
x_{vr} &= qx/\sqrt{1 - qw \cdot qw} \\
y_{vr} &= qy/\sqrt{1 - qw \cdot qw} \\
z_{vr} &= qz/\sqrt{1 - qw \cdot qw},
\end{align*}
\]

(1)
\( \alpha \) is the angle in the axis-angle format. \( x_{vr}, y_{vr} \) and \( z_{vr} \) are the rotation axis components in the VR scene coordinate system. \( qx, qy, qz \) and \( qw \) are the components of the rotation quaternion.

The UR3 controller stores the angle component as the length of the axis vector [28]. Thus, the resulting axis had to be normalized and multiplied by the angle \( \alpha \) from equation 1, which is done in equations

\[
I = \sqrt{x_{vr}^2 + y_{vr}^2 + z_{vr}^2}
\]

and

\[
\begin{align*}
x_{vr} &\leftarrow x_{vr} * \alpha / I \\
y_{vr} &\leftarrow y_{vr} * \alpha / I \\
z_{vr} &\leftarrow z_{vr} * \alpha / I,
\end{align*}
\]

where \( I \) is the length of the original vector.

Finally, to address the different coordinate systems, the basis had to be changed. Moreover, the robotic arm is located in the middle of its coordinate system and unable to operate close to that area because it would collide itself. Thus, the center of the coordinate system had to be offset. For actual usability, a favorable position for the robotic arm was behind the operation table. Thereby free operating space for assisting work and observing the work could be achieved. These requirements were fulfilled by adding an offset. The resulting equation is

\[
\begin{align*}
x_r &= -x_{vr} \\
y_r &= -z_{vr} - s_{offset} \\
z_r &= -y_{vr},
\end{align*}
\]

where \( x_r, y_r \) and \( z_r \) are the components of the axis-angle vector in the robot coordinate system with the angle as the length of the vector. \( s_{offset} \) is the offset added.

The robotic arm had a reach of 0.5m measured from the middle of the robot base. The constraints can be formulated more specifically as follows.

- The robot operation is limited close to the edge of the spherical reach area.
- The robot cannot operate close to the robot base.
- The robot cannot operate below the operation table.

To address these constraints, a so called safety box was created. The system simply ignored any coordinates outside of the safety box and replaced them with values within the limits. The maximum usable dimensions with the UR3 robot were width 0.4m, depth 0.3m and height 0.25m. The movements in the VR scene were scaled down with a factor of 0.5, because the virtual dummy patient was scaled up. Combining the calculations and the safety box, a conversion between VR and robotic arm systems was achieved and a prototype DT was created.

Inside each site, the network connection setup utilized Transmission Control Protocol (TCP). The protocol incorporates means for ensuring reliable, ordered and error-checked delivery of packets [33]. Such features were desirable to accomplish the reliability required for our mission critical application. However, between the sites it was more beneficial to reach rapid delivery of the packets over the mobile network connection. This was achieved by using User Datagram Protocol (UDP) [33]. With UDP, we were able to broadcast an excess of packets, but we had to develop our own error-checking to ensure proper functionality. A simple order check proved to be sufficient.

Beginning from the VR scene program, the program first gets the location data from the VR scene. The safety box and conversions are applied before sending the data to a server software among with some other data. The VR site server software adds a running counter value to the message and broadcasts it to the robot site server over the 4G connection. The traffic is routed through the attack simulation module before reaching the robot site server software. The robot site server rejects messages that are received in wrong order and forwards the accepted data to the UR3 robot controller.

The UR3 programming language has built-in functions for moving the arm to a desired pose. A pose is a combination of exact position and orientation of the robot tool head.
However, a dynamically updating goal pose is not allowed with these built-in functions. Using these functions resulted in a trembling movement as the robot stopped for a short moment every time it reached a pose and read the next desired pose. Ravn et al. had noticed that a dynamically updating desired pose can be achieved only by controlling the joint servo motors directly [34]. This was accomplished with the built-in inverse kinematics function and implementing a PI controller for each joint, which made the arm follow the control signal smoothly. Moreover, the controller continuously evaluated if the robot behaved as expected based on a simulation model and produced a force signal as a result. The force estimation process is illustrated in figure 4.

The force signal is returned to the robot server which is then forwarded back to the VR server and eventually to the VR scene. The signal is used to drive the haptic feedback device included in the handheld controllers of the HTC Vive. As a result, the system incorporates a force feedback for the user. Whenever the robotic arm experiences any force in any direction, the handheld controller provides a feedback through the haptic vibrator device. This force feedback proved to be somewhat insufficient, as noted in section III.

In addition to the robot location control, the DT program also delivers requests to initiate a tool change process, control the end effector or block the robot operation in case of compromised security. The control loop data flow is illustrated in figure 5. A more detailed description of the control loop program, data delivery and medical applications can be found in a thesis which was written about the control system [35].

We wanted be able to test how the system behaves under sub-optimal network conditions, such as under an attack. Hence, we added a network traffic manipulation module on the robot site server. With the module we simulated different network problems such as delays and attacks. Moreover, we wanted to test how certain mitigations work in our mission critical application context. We implemented the neural network based Denial of Service countermeasure which was developed by Kalliola et al. [36]. This method monitors network traffic metadata (network flows features), creates clusters of similarly behaving nodes and subnetworks, and trains numerous fast neural networks to recognize the features of typical traffic for each of the established clusters. With this model, normal network traffic (i.e. the traffic that the model has trained to recognize) is then prioritized, while the non-normal, i.e. potentially malicious, traffic only uses the potentially remaining network bandwidth, without possibility for over saturation. We refer the reader to the original publication for more details on the approach, which also treats other types of network anomaly events. This sort of mitigation should work well in mission critical applications, such as remote surgery, against attacks that could not be classified and detected reliably in advance [36].

**III. EXPERIMENTAL RESULTS**

The robot was able to replicate human hand movement accurately with the developed control loop setup. In case of really fast movement, the arm lagged behind the desired pose. The required speed for each joint simply exceeded the maximum speed of some of the joints. Moreover, as each joint had different speed limitations, the resulting trajectory was slightly curved and some sharp changes in direction became rounded when moving rapidly. Nevertheless, the behavior...
was acceptable in most situations and a viable operation level was reached. A video demonstration of the control loop functionality is available at [37]. The described features can be distinguished in the video.

We were able to maneuver the robot delicately enough to pet the stuffed bunny gently and potentially perform some actual medical task. To further test the usability and behavior of the system, we demonstrated the system with more than 70 test users in several (identical) settings. The robotic arm site and the VR site were located roughly 10 km apart in one of the test sessions and a separate video stream was provided for the audience and us to see the happenings at the other location. Smooth remote operation of the system can be seen in a video created from this session. The video is available at [38]. The robotic arm and VR site were located a few meters apart in rest of the test sessions, while the communication was still routed through the remote VPN server and the resulting network delays remained the same.

Based on the user test sessions, we divided the participants into three groups. Group 1) consisted of persons already familiar with VR technologies. The individuals within the group were able to control the robot easily when immersed in VR. When real life features, such as visual feedback, were mixed into the scene, it became harder to adapt, but the individuals quickly reached a similar level of accuracy to the system developers. Group 2) included persons testing this kind of VR technology for the first time. These individuals needed some time to familiarize with the VR system before they were able to effectively control the robot. Persons in group 3) were not able to adapt to the VR system at all, because they either failed to orient themselves in VR or Virtual Reality Induced Symptoms and Effects (VRISE), such as vertigo and loss of situational awareness. Root causes for VRISE include poor frame rate and sensory conflicts between the visual and the vestibular senses [39]. VRISE were present especially while using the visual feedback. These individuals could not control the robot accurately at all, but these effects usually faded after using the system for a while. Approximately 15% of people belonged to group 1), 80% to group 2) and 5% to group 3).

Force feedback plays a significant role in robotic surgeries as concluded e.g. in [40]. Consequently, we developed a force feedback loop into our system. The haptic device inside the hand held controller received a force feedback signal from the robot and vibrated if force was applied. The vibration intensified in relation to the magnitude of the force. The force feedback provided some help in sensing the contact between the instrument and the subject patient. However, we noted that the force signal is quite ambiguous with small forces. Significant improvement would be needed for actually usable force feedback.

To further improve the usability of the system and fully exploit the capabilities of VR technology, we developed a visual feedback system. VR is a concept where the user is immersed into a virtual world and real world elements are mostly removed. Augmented reality (AR) and mixed reality (MR) are similar concepts with the difference in real world elements included. We created a mixed reality experience by bringing a video feed from the real life into the VR scene. We equipped the robotic arm with a video camera. With this setup, the users were able to look around in the physical world.

Two different MR versions were tested. The first version made the camera follow the movement of the hand held controller. The video feed was displayed on a floating screen in the VR, which also followed the hand movement and felt like an imaging instrument. The second version followed the user’s head, which let the user look around in the physical world in a natural way. In this case, the video feed was displayed directly in front of the user’s eyes, which created a feeling of actually standing where the robotic arm stands. These visual feedback modes helped the users a lot more compared to the force feedback. However, the quality of the video feed was inadequate.

Under optimal network conditions and without experiencing any attacks, the system functioned and behaved smoothly and nearly without delays. Some tests have concluded that lag times between 30 to 150 ms are completely undetectable by surgeons [41]. The delays of our system were not precisely measured, but remained undetectable and below 150 ms. Furthermore, we wanted to see how the system behaves under sub-optimal network conditions and even while under attack. Hence, we used the network traffic manipulation module to simulate a Distributed Denial of Service (DDoS) attack. A DDoS attack floods the communication link with malicious traffic and consequently interferes with the delivery of normal traffic [42]. Due to the attack, the system deteriorated to a completely unusable state, once the simulated attack reached a sufficient strength. The lag times increased and the arm movement was very “shaky”. Moreover, the behavior changed continuously which prevented the user to learn how to counter these effects. Using the machine learning based detection and mitigation countermeasure described in section II-B, the system remained usable even under the attack, with undetectable lag times and all shakiness removed.

Regarding malicious agents, we identified unexpected possibilities in user authentication. Of course, we had implemented the traditional measures for user authentication such as password protection and physical securing of the facilities. However, VR technology provided us with unique data points with which we could implement more advanced authentication methods. We implemented a simple biometric authentication method by measuring the HMD user height. Much more advanced methods, such as detection of malicious physical interference, could be possible with the VR technology and these are discussed in more detail in the next section.

IV. SECURITY CONSIDERATIONS

Security issues arising around the concept (and even more so, from the various possible implementations of it) are of several types, due to the nature of this idea. First, DTs, like any other proprietary digital content, require protection mechanisms in term of intellectual property: Anyone with sufficient access
to the DT model can theoretically duplicate and distribute it as it might merely be a purely digital asset. Existing methods for securing digital content apply here, to a point. Watermarking [43] and Digital Rights Management (DRM) techniques [44] can protect the intellectual property that is the DT and thus all the company specific software and knowledge that are present in it, but it remains clear from the current state of affairs for audiovisual material, that these solutions can be still easily circumvented [45].

Due to the specific type of digital object that a DT is, one can devise further protection methods (which should be considered only as additions to the state of the art watermarking and DRM systems) for its protection: supposedly, a DT will run on dedicated hardware and a specific set of machines, as opposed to audiovisual material which should be available on as many platforms as possible. Given this restriction, one can imagine means of anchoring the DT to a specific set of hardware components (a server, a desktop computer, a cluster of machines) by the use of a Trusted Platform Module (TPM) [46], for example. By making certain that the software that represents the DT can only run if a successful and unique cryptographic exchange between the software and the hardware is made [47], the DT is bound to this hardware solely. There are numerous research tracks on how to perform this best [48], [49], but the key point is that this is currently achievable using existing technology, as most current machines have such a TPM that can be used. Obviously, the means of implementing this verification in the software/hardware that represents the DT is ad hoc and highly depends on the nature of the twin.

Second, as we have noted in this paper’s implementation of a specific type of DT, the need for strong user authentication on all the concerned sites of operation is paramount. In a use case such as this one, state of the art strong authentication techniques, e.g. multi-factor authentication [50], [51], biometric authentication [52], [53], need to be made mandatory in addition to simple physical access restrictions to the facilities where the DT operations are carried out. One only has to consider what can happen in the simple case where a malicious agent gets physical access to the VR control area: it is so simple to disorient and take physical control of someone who is in a VR system, that anybody malicious getting this privileged physical access can wreak havoc with the system. This matter is not only local to the VR site, but becomes also relevant when the other sites, that are part of the operation of the DT, actually perform (physical) actions. In such cases, strong physical and digital authentication practices need to be enforced.

In specific DT use cases, there are some further considerations that need to be taken into account: for the case of remote surgery as in this paper, and furthermore for any kind of sensitive operation, it is important to verify that the operator (i.e. in this context, the human being performing actions within the DT system) is in full capacity. The obvious problematic use case being here that a medical surgeon that has a hand tremor and shaking, should probably not be authorized to perform. This idea makes the case for a “capabilities check” on top of the strong authentication. This verification can take various forms, depending on the use case, obviously, but in the case of human operators, they are likely to rely on biometric and physical features.

Finally, while the overall system can be fully hardened, security issues can arise due to the supporting network and infrastructure, for example. Again, in the use cases of DTs that help connect and operate two or more sites together, the backbone network supporting such systems can have a critical role. It has been widely reported that network equipment providers have had their equipment tampered with in transport, to embed malware or surveillance features [54]. Without even considering the sort of reach that a malicious network operator would have on DT connection systems (intellectual property theft, impersonation, fake authentication, denial of service...), the problem of having a backdoor inside a supporting network system is that there is a “fox in a henhouse”. Any malicious operation becomes to some extent possible, or at least, facilitated: by performing man-in-the-middle attacks, it is possible to intercept and decrypt end-to-end encrypted traffic (and depending on the reach of the attacker inside the network, such attacks might go unnoticed for very long periods); it is then possible to duplicate the traffic, including full payloads; it makes the attacker’s work easier to plant malware in the network for later data exfiltration and intellectual property theft…In addition, the rise of wireless backbone support for Industry 4.0 and 5G in general, poses another set of potential issues: while most of the network transport in 5G industrial scenarios will be carried out by IP networks, for which vulnerabilities and weaknesses are known (to a point), the idea of local, private, mobile network operators supporting the industrial use case will carry its own set of security matters. The 5G radio access network will provide improved security measures [55], [56] over 4G, but the problem remains that private mobile networks may decide to forego some of these security improvements – for the sake of convenience of implementation, as well as for cost savings reasons, possibly –, leaving the local mobile network open with some security breaches. In this sense, the mobile network part of the overall industrial network infrastructure adds an extra layer of potential vulnerability, if proper measures are not to be taken, when compared to purely wired networks.

These issues (for many of them) are not solely arising in the DT context, but really in most of the future Industry 4.0 paradigm, whereby industrial systems are partially or fully digitized and most systems interconnected via future mobile networks such as 5G. In this regard, many of the current concerns regarding Industry 4.0 security are being actively researched and the best practices that come out should be examined and implemented as much as possible.

V. DISCUSSION

We created a prototype Digital Twin (DT) system which incorporates established internet communication protocols.
in achieving a reliable real-time remote control over 4G mobile network connection. However, we needed to implement several pieces of software that actually made the devices and software understand each other. Web APIs (Application Programming Interface) are the standard in developing web applications communicating with different systems. In this case, the nature of the system required establishing of real-time communication between the systems rather than requesting information and waiting for response. For this purpose, the concept of DT is introduced in the ongoing research within the field of Industrial Internet, Industry 4.0 and Internet of Things. The small pieces of software comprise the DT of our prototype system.

Remote replication of human hand operation with viable accuracy was achieved. Based on the test sessions, using the system and controlling a robot accurately is not obvious for most of the people but can be learned rather easily. Some people would need extensive learning, which might be a problem related to the VR technology and not necessarily related to our system implementation.

The behavior of the system was unacceptable with rapid movements. An optimized PI controller for each robot joint could reduce this behavior, but implementing this would need additional research. The major deficit of the system appeared to be the force feedback. A possible improvement for the feedback system would be to incorporate some sort of 3D force feedback device. For example, Mathiassen et al. [57] used a UR5 robotic arm in creating a ultrasound imaging system. In their application, the robot was used to separate the physician from a ultrasound probe in order to prevent musculoskeletal disorders and pain. They used a haptic controller device to control the arm. The device is essentially a pen attached to an arm, which measures the movements to be delivered for the controlled robot and simultaneously provides 3D force feedback. In our case, a similar device could be attached to the user to provide 3D force feedback without limiting the users capability to move around.

The feedback system could be further improved by combining visual feedback with the haptic force feedback. As noted, the visual feedback was of low quality and would need better camera equipment and a stereo view. Moreover, the visual feedback modes required the arm to hold the camera and blocked the arm from picking up any other instruments. Having dedicated arms for the camera and instrument would increase flexibility. Since our focus was in the communication part of the system and not in the feedback and usability of the system, we decided to implement only the basic version of feedback.

A. CONCLUSION

In this study, we created the DT little by little and went through the struggle of verifying the functionality. A fundamental promise of DTs is that in the future, systems would be able to establish the communication between devices and verify the level of functionality automatically i.e. without any human writing a single line of code. Examining our prototype DT, the devices should agree that a rapid delivery of packets is required and establish the connection accordingly with UDP or some future protocol suitable for such purpose. Moreover, the systems should solve all the necessary data format, limitation and conversion problems and in the case of failure, should refuse to work and only then request human engineer assistance. After such an incident, similar problems occurring in the future would be automatically solved. This could potentially give birth to a market, which would deal such small pieces of software for specific problems from around the world. Artificial intelligence and machine learning capabilities could eventually be harnessed to tackle such needs. Ultimately, more and more systems would be able to establish communication, understand each other and co-operate for some task without hands on engineering.

In the future, the patient and the surgeon might also possess their own DTs which would enable the system to read historical and real time health and performance data. This leads us to a situation where several DTs are brought into one event for completing a task. Even before the surgeon enters the operation room, she could plan the operation and check the health records of the patient. She might even run some simulations on medication or different strategies for the actual operation. When someone (the patient, a doctor, an insurance company or a health monitoring AI in the patient’s personal cloud service) is considering a forthcoming surgery, a digital twin of digital twins needs to be fired up to bring together all the required agents. This means that DTs will be born and terminated for occurring events all the time, which further magnifies the noted security issues.

Investigating mobile networks supported remote surgery bears an ultimate goal of developing a system, which could one day enable such operations to be performed as normal daily activity and not only as ambitious research projects. Our prototype system does not have the capabilities required for that as noticed in the experimental results section. Plenty of development and research in human-machine-interfaces, haptic and visual feedback and network security has to be conducted as those seem to be an crucial part in conducting telesurgery [40]. Some minor medical operations, such as observation and diagnosis, could be conducted with the current capabilities of the system. Moreover, remote medical operations can be simulated and researched with the equipment. Future network technologies, such as 5G, will be required in implementing the high definition video feedback and other more demanding data flows that are necessary for actual remote surgeries.

The development of this prototype system made us painfully aware of the fact that this sort of combination of different engineering fields in novel applications provides plenty of complexity in the development work. Engineers and designers in the fields of robotics, mechatronics, computer sciences, network development and game development each exploit their own tools and methods that are built with their own demands. This is a major obstacle in the realization of the Industry 4.0 and similar concepts and requires research.
and consideration in our increasingly cross-disciplinary world.
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