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ABSTRACT

The measurement of 3D geometry for road environments is one of the main applications of mobile mapping systems (MMS). We present mobile mapping applied to a night-time road environment. We integrate the measurement of luminances into a georeferenced 3D point cloud. The luminance measurement and the 3D point cloud acquired with an MMS are used in assessing road environment lighting conditions. Luminance (cd/m²) was measured with a luminance-calibrated panoramic camera system, and point cloud was produced by laser scanners. The relative orientation between the GNSS, IMU, camera, and laser scanner sensors was solved in order to integrate the data sets into the same coordinate system. Hence, the georeferenced luminance values are transferable into geographic information systems (GIS). The method provides promising results for future road lighting assessment. In addition, this article demonstrates the night-time mobile mapping principle applied to a road section in Helsinki, Finland. Finally, we discuss the future applications of mobile-mapped luminance point clouds.

1. INTRODUCTION

The purpose of road lighting is to improve the night-time visibility and safety of a road and its imminent environment. The road surface luminance measurement can be performed using an imaging luminance photometer (Eloholma et al. 2010; Cai and Chung 2011). However, measuring large road areas with a stationary instrument is inefficient. Furthermore, this reduces the 3D road environment to a set of 2D images which are analysed to obtain the desired lighting measures.

Laser scanning is a technology where laser distance measurement is applied systematically to measure the geometry of an environment or an object. The measurement data is registered as a three-dimensional point cloud. One implementation of MMS is mobile laser scanning (MLS), which is laser scanning performed from a moving platform. MLS instruments are versatile and efficient equipment for collecting 3D data (Lehtola et al. 2017). An MLS system consists of a laser scanner, a global navigation satellite system (GNSS), and an inertial measurement unit (IMU) (Kukko et al. 2012). Therefore, the MLS output is a georeferenced point cloud, as the scanning is paired with positioning techniques. An MLS is suitable for convenient measurement of road environments. Mobile laser-scanned point clouds have been used to analyse and extract road environment elements (Jaakkola et al. 2008; Lehtomäki et al. 2010; Jochem et al. 2011; Manandhar and Shibashaki 2002; Yang et al. 2012; Wu et al. 2013; Puente et al. 2013; Cabo et
al. 2016; Cheng et al. 2017; Holgado-Barco et al. 2017; Kumar et al. 2017; Wang et al. 2017; Yang et al. 2017; Li et al. 2018). Integrating image textures into a 3D point cloud improves the identification of road environment elements. In this data integration, it is essential to register both the 2D images and the 3D point cloud in a common coordinate frame. The registration can be done by identifying and using environment control features to independently resolve the sensor orientations. Moreover, a system calibration for the integrated imaging system can be made, or the inter-data-set relative orientation can be solved in order to successfully register the data (Rönnholm et al. 2007). Several articles describe a fusion of a 3D point cloud and other sensor data. Ground-penetrating radar and thermographic camera data have been combined with point clouds (Alba et al. 2011; Lubowiecka et al. 2011; González-Aguilera et al. 2012; Costanzo et al. 2015; Teza et al. 2015). Furthermore, point cloud and supplementary sensor data fusion has been used to create virtual environments, georeferenced panorama images, and textured 3D models (Brenner et al. 1998; Alamú and Kornus 2008; Zhu et al. 2009; Virtanen et al. 2015). Point cloud rendering has also been used to enhance architectural visualisations (Kanzok et al. 2015). Applying terrestrial laser scanning techniques and stationary luminance imaging, 3D point clouds have been coloured with luminance data (Vaaaja et al. 2015; Tetri et al. 2017). The imaging systems on mobile platforms have been discussed by Petrie (2010) and Puente et al. (2013), among others. However, the methodologies fusing point clouds and road surface luminances still lack mobile solutions, which would open the horizon for resource-efficient large-scale employment of these techniques. In addition, despite the fact that laser scanning is an active measurement method that enables mapping objects at night, the contributions from the benefits of the method in night-time measurements have been lacking. Figure 1 illustrates this concept, which is presented for the first time in this study.

![Figure 1](image.png)

*Figure 1. The principle of modelling illumination conditions in a road environment using laser scanning and luminance imaging: (a) Road scene at night-time; (b) Mobile laser-scanned point cloud; (c) Imaging luminance photometry; (d) Analysis of road surface luminance in 3D.*

The objective of this study is to develop and demonstrate mobile mapping of a night-time road environment. In particular, we focus on integrating luminance imaging into a mobile laser scanning system in order to analyse road environment lighting conditions. The benefits of a 3D luminance point cloud and mobile luminance imaging are evaluated. More specifically, we assess the concept used when measuring the following road lighting metrics: average luminance, overall uniformity, and longitudinal uniformity. Furthermore, the luminance point cloud is utilized to assess the illumination obstruction caused by roadside vegetation.

## 2. TEST SITE, METHODS, AND DATA PREPARATIONS

### 2.1 Experiment Area

The mobile luminance imaging method was tested on a road section in Munkkiniemenranta, Helsinki, Finland (Figure 2). We did not carry out an official and accredited lighting measurement. Instead, the intention was to learn the capabilities and the limitations of an integrated MLS and
luminance imaging system. According to the lighting design report, Munkkiniemenranta is a 6.20-metre wide two-lane street, and the length of the road section is 800 metres (Munkkiniemenranta – Lighting Design Plan 2014).

Figure 2. An aerial image of the experiment area in Munkkiniemenranta, Helsinki. The street named Munkkiniemenranta is the one closest to the shore. The street is highlighted in magenta, and the area of analysis is highlighted with the blue and green pseudo-coloured luminance point cloud. (Helsingin karttapalvelu 2018) (Orthophotograph © Helsinki City Survey Department, 2017)

The luminaires installed in Munkkiniemenranta were AEC Illuminazione LED luminaires with a luminous flux of 8450 lm. The luminaire mounting height was 8 metres, and the distance between two adjacent luminaires was 33 metres. The Munkkiniemenranta area is a quiet suburban area of private houses and small apartment buildings. There are buildings only on the north-eastern side of Munkkiniemenranta. The south-western side of Munkkiniemenranta is adjacent to a thin strip of park and the seashore. All the way along the street on the north-eastern side stand 33 fully grown leaved trees. The number of trees in between two adjacent luminaires varies from zero to four. Some of the branches of these trees occlude the lighting.

2.2 Mobile Laser Scanning and Luminance Imaging Devices

For mobile laser scanning and imaging, we used a Trimble MX2 mobile mapping system with a Ladybug3 panoramic camera. The system contains a Trimble AP20 GNSS-Inertial System for positioning and two SLM-250 Class 1 laser heads for point cloud acquisition (Trimble 2018). The dual head configuration of SLM-250 laser scanners is capable of collecting 72,000 points per second. The scan rate is $2 \times 20$ Hz (1200 rpm), and the pulse rate is $2 \times 36$ kHz. The range can be up to 250 m and the accuracy $\pm 1$ cm at 50 m to a Kodak white card according to the producer. The accuracy of the created point cloud is $\pm 2$ cm in the horizontal axis and $\pm 5$ cm in the vertical axes in optimal satellite positioning conditions. The scanner field of view is 360 degrees. Figure 3 presents the Trimble MX2 mobile mapping system installed on a vehicle.
For positioning, the MX2 utilizes the Trimble AP20 GNSS-Inertial System and Inertial Measurement Unit Applanix IMU-42 with a 200 Hz data rate. Two GNSS antennas, the Applanix GNSS Azimuth Measurement System coupled with IMU data, are used for azimuth determination.

The luminance images were captured using a Ladybug3 panoramic camera system, which covers 80% of the full spherical field of view. The Ladybug3 has six 2.0-megapixel 1/1.8” CCD sensors with a 3.3 mm fixed focus lens at a fixed aperture of f/2.2. It enables uncompressed 6.5-frames-per-second imaging, and it can be synchronized to an external trigger. The greatest gain value (18 dB) was used to minimize the exposure time, thus minimizing motion blur.

![Figure 4. Mean relative luminance (8-bit value) as a function of absolute luminance (cd/m²), minimum and maximum values, and standard deviation for the Ladybug3.](image)

The same exposure setting (50 ms) was used in the field measurements and during the luminance calibration. The Ladybug3 had been pre-calibrated by the manufacturer for vignetting, interior orientation, and relative orientations between the cameras. An Optronic Laboratories, Inc., model 455–6–1 reference luminance source was used for producing controlled luminance calibration image acquisition. We acquired a set of Ladybug3 images with different luminance reference values and measured the luminance reference using a Konica Minolta CS-2000 spectroradiometer. The spectroradiometer’s accuracy for luminance measurement was ±2% according to the
manufacturer (Konica Minolta). Hence, knowing the measured absolute luminance values and the camera exposure settings, we determined the absolute luminances captured with the camera. The reference luminance values were adjusted for matching the night-time road surface lighting conditions, covering luminances from 0.06 to 8.63 cd/m². Figure 4 illustrates the signal-to-noise behaviour of the Ladybug3 (Kurkela et al. 2017).

### 2.3 Luminance Image Processing & Sensor Integration

To be utilized for luminance measurement, a digital camera needed to be calibrated in terms of the sensor’s luminance sensitivity, vignetting, and geometric distortion (Kurkela et al. 2017). The Ladybug3 captured uncompressed video, which was first converted into a sequence of linear 8-bit TIF images for post-processing. Next, the 8-bit images were converted into luminance images where each pixel describes the luminous intensity per square metre (cd/m²). Figure 5 illustrates the sensor integration and data processing workflow.

![Diagram of sensor integration and data processing workflow](image)

**Figure 5. Sensor integration and data processing workflow for creating luminance point clouds.**

The correlation between a digital pixel value and a luminance can be calculated with Equation 1:

\[
K = \frac{(N_d f_s^2)}{(L_s t \text{ ISO})} 
\]  

(1)

where \(K\) is the calibration constant of the camera, \(N_d\) is the digital relative luminance value of the raw image, \(f_s\) is the aperture value, \(L_s\) is the absolute luminance, \(t\) is the exposure time in seconds, and \(\text{ISO}\) indicates the ISO value (Hiscocks and Eng 2018). The calibration constant \(K\) for the Ladybug3 was obtained by calibrating the camera (Kurkela et al. 2017). The digital relative luminance, \(N_d\), is obtained with the IEC standard Equation 2:

\[
N_d = 0.2162R + 0.7152G + 0.0722B 
\]

(2)

where \(R\), \(G\), and \(B\) are the red, green, and blue pixel values, respectively. Applying these two equations, digital pixel values captured with the Ladybug3 can be converted into absolute luminances.
2.4 Point Cloud Creation and Processing

Applanix POSPac MMS software was used to create a virtual reference station (VRS) network around the measurement area. A VRS network is used for calculating the position of the measurement route (trajectory) and mapping the mobile measurement system’s location data. Trimble Trident software was used to combine the laser scanning with the trajectory data and the RGB images captured with the Ladybug3. In Munkkiniemenrantta, we collected the data in two measurements, driving the MLS system in both directions on the right-hand side of the street.

In the Trimble MX2 mobile mapping system, the Ladybug3 panoramic camera is rigidly integrated into the system. The registration of the RGB images with the laser scanning point cloud was done by using an interactive orientation method based on a visual interpretation of a point cloud superimposed on the images (Barber et al. 2001; Rönholm et al. 2003; Abdelhafiz et al. 2005; Rönholm et al. 2009). The initial values for the projection centre of the Ladybug3 camera was determined in advance. During the interactive orientation, the operator is able to correct the exterior orientation parameters, which are camera rotations and the location of the projection centre. In other words, the RGB images were oriented to the point cloud by identifying environment features in both the laser scanning and the image, and orienting the image according to the recognized features. The orientation was solved using a daytime data set (Figure 6), after which the same setting was applied for night-time measurements. Absolute luminance values (cd/m²) were calculated from RGB values using Equation 2 and stored as a luminance scalar for each 3D point in the point cloud file.

![Figure 6. Orienting the image with the 3D point cloud. The intensity-coloured point cloud in the image (a), the RGB image of the Ladybug3 system (c), and (b) the combination overlay in the image.](image)

2.5 Analysis of Road Surface Luminance

In this study, the lighting measures assessed are the average road surface luminance \( \bar{L} \), overall uniformity \( U_o \), and longitudinal uniformity \( U_l \). A road lighting design guide defines the average road surface luminance (\( \bar{L} \)) as: “The average luminance shall be calculated as the arithmetic mean of the luminances at the grid points in the field of calculation (European Committee for Standardization 2015).” Moreover, the overall uniformity is the ratio of the lowest luminance at any grid point to the average luminance, and the longitudinal uniformity is the ratio of the lowest to the highest luminance on a grid point along each centre line of each lane. The road lighting design guidelines also define the good practice for lighting measurement. However, in this study this practice was not followed, as the methodology used was fundamentally different and new.

We segmented the full point cloud into smaller point clouds for analysis: the single lane area between two adjacent luminaires (33 m × 3.1 m) and the 20 cm-wide centre strip of the single lane (Figure 7). The centre strip was needed in order to calculate the longitudinal uniformity for the lane section.
In image processing, an averaging filter or a median filter is often used for noise reduction (Braillean et al. 1995). Hence, we present an example of noise reduction filtering applied to a luminance point cloud. We executed median filtering by searching each point cloud element for its neighbouring elements within a given diameter in the XY plane. Next, we calculated the median value of these elements and created a new point cloud where the calculated median value was registered as the luminance scalar for each 3D point. Figure 8 illustrates the results of the median filtering. In the median filtering with the diameter of 0.1 and 0.3 m, some systematic error artefacts of the luminance measurement were still present. These artefacts were caused by inaccuracy in the Ladybug3 panoramic camera system, which was calibrated by the manufacturer. However, by selecting the median filtering diameter of 1.0 metres, the amplitude of the artefacts decreased. Finally, the luminance scalar array of these filtered point clouds were used to calculate the average luminance, overall uniformity, and longitudinal uniformity.
2.6 The Segments of Luminance Analysis

The road section was scanned in both directions, and the point cloud analysed was these two scans combined. The whole combined point cloud consisted of 40 million points. We segmented and analysed eight areas of measurement, presented in Figure 9.

![Image of luminance analysis](image)

**Figure 9.** The eight areas of measurement that were analysed to try the feasibility of mobile road lighting measurement. The odd sections are on the south-western side of the street, and the even sections on the north-eastern side.

For four road sections between two consecutive luminaires, we analysed both lanes and their 20 cm-wide centre strips. Hence, we calculated the average luminance, overall uniformity, and longitudinal uniformity for eight lane areas between two adjacent road luminaires. Each area of measurement was 33 m x 3.1 m, with a point density of 1000-1500 points/m². The luminance values were median-filtered to reduce camera sensor noise. Filtering was done for a road’s circular road surface area with a diameter of 1.0 m for each luminance measurement point. In other words, each measurement point in the filtered point cloud has the median luminance value among its point neighbours within 0.5 metres of the original cloud.

3. RESULTS

3.1 Luminance Point Cloud

In our mobile luminance imaging, the exposure time was 50 ms, maximum mobile measurement velocity 10 m/s, and gain 18 dB. Panoramic images were taken at 2-metre intervals. With these settings, the measurable luminance range was 0.20–8.6 cd/m² (Kurkela et al. 2017). According to the lighting design report (Munkkiniemenranta – Lighting Design Plan 2014), the average road surface luminance and overall uniformity of the carriageway in Munkkiniemenranta are 0.57 cd/m² and 0.57, respectively. Hence, the minimum designed luminance value of the carriageway is 0.325 cd/m². Thus, the designed luminances of the road environment were within the measurement range. The relative standard deviation in the measurement was 33% when the luminance was 0.23 cd/m² and 10% when the luminance was 0.99 cd/m². However, this noise could be filtered using spatial median filter, as the point grid of the mobile measurement had a density of 1000–1500 points per square metre. Figure 10 shows the luminance point cloud.
3.2 3D Luminance Data Analysis

Table 1 shows the results of the luminance measurements in the 8 areas of analysis. The average value among the eight areas of measurement for luminance $\bar{L}$ was 0.61 cd/m², the average overall uniformity $U_o$ was 0.50, and the average longitudinal uniformity $U_l$ was 0.37.

Table 1. The average luminances $\bar{L}$, the average overall uniformities $U_o$, and the longitudinal uniformities $U_l$ for the eight areas of measurement. The average values of these are in the bottom row.

<table>
<thead>
<tr>
<th>Measurement area</th>
<th>$\bar{L}$ (cd/m²)</th>
<th>$U_o$</th>
<th>$U_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.41</td>
<td>0.41</td>
<td>0.24</td>
</tr>
<tr>
<td>2.</td>
<td>0.50</td>
<td>0.20</td>
<td>0.13</td>
</tr>
<tr>
<td>3.</td>
<td>0.66</td>
<td>0.82</td>
<td>0.71</td>
</tr>
<tr>
<td>4.</td>
<td>0.71</td>
<td>0.41</td>
<td>0.35</td>
</tr>
<tr>
<td>5.</td>
<td>0.59</td>
<td>0.69</td>
<td>0.47</td>
</tr>
<tr>
<td>6.</td>
<td>0.68</td>
<td>0.41</td>
<td>0.33</td>
</tr>
<tr>
<td>7.</td>
<td>0.62</td>
<td>0.61</td>
<td>0.39</td>
</tr>
<tr>
<td>8.</td>
<td>0.69</td>
<td>0.43</td>
<td>0.32</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.50</strong></td>
<td><strong>0.37</strong></td>
</tr>
</tbody>
</table>

In luminance measurement, the measurement direction and measurement location have an effect on the measurement if the measured surface is not completely diffusely reflective. Hence, we analysed the difference in results caused by the measurement direction for two measurement areas: 7 and 8. Table 2 shows the repeatability of overlapping measurements in areas 7 and 8, measuring in the two measurement directions.
Table 2. The differences for measurements in areas 7 and 8, measuring in two directions.

<table>
<thead>
<tr>
<th>Area</th>
<th>Measurement 1</th>
<th>Measurement 2</th>
<th>Relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L (cd/m²)</td>
<td>U₀</td>
<td>U₁</td>
</tr>
<tr>
<td>Area 7</td>
<td>0.62</td>
<td>0.58</td>
<td>0.36</td>
</tr>
<tr>
<td>Area 8</td>
<td>0.64</td>
<td>0.66</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>3.8%</td>
<td>12.4%</td>
<td>12.2%</td>
</tr>
</tbody>
</table>

An additional analysis was performed on the centre strips of measurement areas 7 and 8. We calculated the average luminance for each 20 cm x 20 cm area of the centre strip and compared the values of the two measurements taken from different directions and trajectories. Figure 11 illustrates the compared values. When comparing the two measured luminance values for each 147 20 cm x 20 cm area, the average relative difference was 9.2% in area 7 and 12.5% in area 8. The trajectory of measurement 1 travelled over area 8, and the trajectory of measurement 2 travelled over area 7. This can explain the differences in measured average luminances.

![Graph](image-url)

Figure 11. The difference between two measurement directions and trajectories. In Measurement 1, the travelling direction was from southeast to northwest, and in Measurement 2, from northwest to southeast. The luminaires located in the extreme distances 0 m and 30 m. The measurement areas 7 and 8 are presented in Figure 9.

3.3 The Analysis on Vegetation and Other Shadowing Objects

Of the analysed measurement areas, areas 1 and 2 have the lowest values of average luminance, overall uniformity, and longitudinal uniformity. One could speculate about the reasons for the
lighting’s under-performance from the conventional 2D analysis. However, a 3D analysis environment enables the examiner to roll, pitch, and yaw the 3D model and create arbitrary sub-areas of analysis. We analysed the vegetation’s shadowing effect visually. Figure 12 presents the measurement areas 1 and 2 where the vegetation shadows the illumination. On a traditional 2D luminance map of the road surface, only the reduced luminance levels are illustrated. On the 3D presentation, the cause of the shadowing is detectable. In this case, the vegetation reduced the average luminance from 0.91 cd/m² down to 0.16 cd/m², compared to a similar area with no blocking vegetation. The difference is relatively significant—down to 17% of the luminance level in a similar non-vegetated area.

![Figure 12. Measurement areas 1 and 2, with (a) the 3D presentation above and (b) the conventional 2D surface below. The 3D presentation shows how the vegetation obstructs the light. The distance between two adjacent luminaires was 33 m.](image)

4. DISCUSSION

3D measurement and modelling of street and road illumination will improve opportunities to assess the road lighting, identify places in shadow, assess visibility conditions as well as compare the capabilities of different lighting systems to illuminate a road environment. Our aim was to develop a system for night-time road environment mobile luminance imaging and mapping. We demonstrated how the system can be applied for luminance point cloud capturing. Furthermore, we executed the data integration, and assessed the collected 3D luminance point data as a tool for lighting analysis.

The luminance images were captured from the same moving platform as the laser scanning was performed. The headlights were not turned on during the experiment. However, as the road section was not closed during the experiment, the front position lamps were on for safety. This naturally compromised the absolute accuracy of the luminance measurement. However, our intention was to test the benefits of mobile luminance imaging, not to perform official luminance measurements.
At this initial stage, the mobile luminance 3D measurement system could not completely replace the measurement practices in use. The performance of Ladybug3 was not completely satisfying for night-time road surface luminance imaging in terms of signal-to-noise ratio. For luminances lower than 0.2 cd/m², the measurement using Ladybug3 was no longer reliable, as the data may have been truncated. However, when the reference luminance value was ≥ 1.0 cd/m², the relative standard deviation in Ladybug3 was smaller than 10% which corresponds to the current state of luminance imaging (Kurkela et al. 2017). The luminance imaging device would need to perform with lower noise and a wider luminance range than that performed by the Ladybug3. In its current state, the system gives each 3D point only one luminance value from one measurement direction. Thus, the luminance values are not truly three dimensional—only the data point locations are.

An important phase of the luminance measurement and laser scanning integration is determining the relative orientation of the sensors. According to Rönnholm et al. (2001), the accuracy of interactive orientation is adequate, if carefully performed. The accuracy is the weakest in the direction of the viewing axis. However, this weakness can be solved by taking two images with perpendicular viewing directions, and that panoramic images are the most suitable, as their viewing angle is extremely wide. In another study by Rönnholm et al. (2009), the maximum shift between the laser-scanned data and panoramic close-range imaging varied between 1.3 cm and 18.5 cm, depending on the measurement environment and parameters of the measurement system. In this study, the scale of the measurement area was similar to the measured area in the referred accuracy assessments.

For the visualization and analysis of road surface luminances, this method is an outstanding improvement over the methods currently in use. Currently, luminance analysis is done on 2D images. The 2D method lacks the precision and spatial awareness of 3D analysis. The benefit of 3D analysis is best illustrated in the video provided as supplementary material with the article. Furthermore, large areas can be measured quickly with mobile measurement. This is the main benefit in mobile luminance imaging compared to stationary luminance measurements. The preparation for the measurement took one hour, and the actual measurements were done in under 10 minutes with two driving directions of the 800-metre road section. We evaluated the luminance point cloud measurement and registered uncertainty in two road surface areas. The areas were single lanes between adjacent luminaires. The measurement was performed moving in opposite directions following opposite lanes. Between the two measurements, the relative differences in average luminance values were 9.2% and 12.5% for the two assessed areas. It is important that either the luminance images are captured in a different direction than the automotive lighting of the measurement platform or the lighting of the platform is switched off.

For now, the primary solution to improve the signal-to-noise ratio at a low luminance measurement is to reduce the mobile measurement velocity. At a slower measurement speed, the exposure time can be extended and the gain value reduced. Currently, mobile laser scanning systems and panoramic camera systems are improving rapidly. Mobile luminance imaging would benefit the most if the new panoramic camera technology were to be improved in terms of low-luminance (0.05–1.0 cd/m²) performance. As the sensors of the panoramic camera systems improve in terms of signal-to-noise ratio, less filtering will be needed in the post-processing. Alternatively, a high-end DSLR camera can be integrated into MMS to increase reliability when measuring low luminances (Kurkela et al. 2017). Using a single high-end DSLR camera also solves the problems of panoramic imaging, such as the image-stitching and the sensors not being identical in terms of luminance response.
In the example case, the captured data contained repeating and systematic erroneous artefacts. These artefacts were filtered out applying a median filter with a diameter of 1.0 metres. For a validated measurement system, the source of systematic error should be clarified and fixed if possible, rather than filtering the error out in the post-processing. Since the purpose of this article was presenting the new concept and not validating a measurement system, we considered the median filtering approach adequate for removing the systematic measurement error.

In the future, the road conditions need to be taken into account in the validation of a 3D luminance mobile measurement system. In wet conditions, the light reflection from the road surface can be more specular than diffuse. It will be a very difficult task to decide which angle of measurement to use. Tunnel lighting is a very important special case of road lighting which needs to be considered as 3D luminance imaging is developed further.

5. CONCLUSIONS

The developed concept of 3D luminance and geometry measurement via MMS offers several benefits compared to the conventional stationary luminance imaging method. Firstly, with stationary measurement, separate measurement and analysis are required for each road segment. With an MMS (mobile mapping system), the measurement can be carried out continuously, thus covering expansive areas. The efficiency of luminance data acquisition increases significantly with the application of an MMS capable of luminance measurement. In this study, the measurement system was mounted on a car, but the concept is applicable for different platforms, such as UAV and personal mapping systems. Secondly, the conventional luminance imaging method produced luminance data only, whereas an MMS with luminance measurement also records the geometry of the road surface and the surrounding environment in fine detail. This means that the data produced by a luminance-enabled MMS can be applied in a far wider array of applications in the road-inventory context than individual luminance images. These applications include an inventory of lighting fixtures, other road furniture, line-of-sight analysis, road marking condition survey, and especially the estimation of occluding vegetation. In addition, the effect of dynamic elements on luminance can be evaluated (e.g. growing vegetation or construction sites), which allows for more resource-efficient safety management and maintenance planning. Finally, as the 3D luminance point cloud produced with an MMS system is georeferenced, it can be transferred to a GIS system and integrated with other urban geo-information data sets in analysis. This approach also allows the luminance information obtained from road segments to be propagated to the road models in a 3D city model, for example. Alternatively, detailed luminance maps can be produced for further analysis.

Being able to measure the night-time environment is a logical development direction for mobile mapping systems. Fifty percent of a year is twilight or darkness. Yet, 3D city models and mobile mapped services mainly present daytime measurements. This article focused on the lighting distribution and occlusion, but night-time mobile mapping could also have several other applications. Night-time mapped environments will help people learn the appearance of an area they enter for the first time during darkness. Furthermore, using a night-time city model people will be able to assess the night-time safety and attractiveness of a district where they are planning to purchase a house, for example. These applications will benefit from the preparation, assessment, and considerations described in this article.
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