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ABSTRACT

Several indexes, such as the heat index, wet-bulb globe temperature, and the universal thermal climate index, are used to estimate the risk of seasonal heat illness. These indexes correspond to the heat load of an individual in identical environmental conditions for a prolonged period of time. In daily life, the environment changes with time, and different individuals are vulnerable to heat-related illness to different degrees. An appropriate health risk assessment covering 90% of the population would facilitate an effective response to increased rates of heat illness for major summer sport events and the elderly in daily life. In this paper, a fast computation for simulating temperature elevation and sweating is implemented using weather forecast data. In particular, a bioheat equation considering thermoregulatory responses is solved in the time domain using anatomical human body models including young adults, the elderly, and children. To accelerate simulation, the computational code is vectorized and parallelized, and subsequently implemented on an SX-ACE supercomputer. The computational results are validated in typical cases of young adults, children, and the elderly. The computational time for estimating the body temperature elevation and water loss for 3 h based on the forecasted temperature, humidity, and solar radiation was 8 min for a total of nine human models that cover an estimated 90% of the population. This demonstrates the effectiveness of the proposed system for pre-emptive health risk management. To improve public awareness, a web-based risk management application has been developed and used, since 2017 in Japan.

INDEX TERMS

Bioheat equation, thermoregulatory response, heat stroke, decline in sweating rate.

I. INTRODUCTION

Recently, the number of fatal heat waves has been increasing in Europe, North America, and Asia. Heat waves in these areas are expected to be more intense and frequent in the second half of the 21st century [1]. In Japan, there were 6,770 fatalities due to heat stroke between 1968 and 2007 [2]. In addition, the yearly number of patients requiring emergency treatment has reached 40,000—60,000 [3].

Heat stroke cases depend on age and environment. 50% of the patients are over 65 years old, and they get ill mostly in home. In most cases, they are unaware of the risk, owing to the decline in their thermal sensitivity [4]. Other typical cases are athletes and workers [5].

As far as workers are concerned, it is quite difficult to shut down industrial plants even when environmental temperature reaches critical levels. Moreover, it is virtually impossible
to change the schedule of major sport events (e.g., Summer Olympic Games). Thus, it is essential to effectively manage the heat-related risk of workers as well as athletes and spectators.

Several indexes, such as the heat index, wet-bulb globe temperature (WBGT) [6], and the universal thermal climate index [7], can be used to estimate heat-related risk. These indexes may be metrics of heat-related risk when an individual remains in the same environmental condition. In daily life, the environment changes with time, and the duration of heat exposure is case-specific.

For occupational scenarios, the American Conference of Government Industrial Hygienists (ACGIH) [8] has published and maintained standards for managing work duration using an empirical equation in terms of WBGT, whereby workers are assumed to wear long sleeve shirts and pants (work clothes). Thus, this may not be applied to daily life activities, such as those involving athletes and spectators. In particular, spectators are more heat sensitive because most of them are not as acclimatized as athletes. In the Summer Olympic Games, spectators account for more than 70% of the cases of heat-related illness [5].

It would be useful if highly-reliable risk assessment was possible for different and time-dependent cases and human models (age, gender, morphology, and thermoregulation capacity). A solution is to conduct simulations for specific cases covering most of the population. Then, if the analysis could be conducted in a timely manner, it could be applied to risk management.

To estimate temperature elevation, several computational models have been proposed by combining thermodynamics and thermoregulation, in addition to electromagnetics (solar radiation). Compartment-based [9], [10] or realistic anatomical models [11] are used as human body models. In this study, the latter are used owing to their flexibility in considering the body surface area-to-mass ratio, which is a dominant factor in temperature elevation by ambient temperature [12]. In addition, the thermoregulatory response is expressed in terms of core and average skin temperature elevations [9], [13]. The change (particularly for “elevation”) of basal metabolic rate in exercise is mainly in muscles and is position-dependent. Thus, the use of anatomical human models is more suitable for risk evaluation. The drawback is that the computational cost for handling such models is substantial, namely, 16 h on a workstation (CPU: Intel® Xeon® W5590 @3.3GHz, 4×2 cores).

In this study, the code is vectorized and parallelized to realize fast evaluation of core temperature elevation and sweating, and is subsequently implemented on an SX-ACE supercomputer [14]. A risk assessment system for heat illness is then developed by simulating body temperature elevation and sweating combined with weather forecast data. The system can be used for public awareness, particularly for the aged and parents of small children, and for managing the risk of workers as well as athletes and spectators.

II. MODEL AND METHODS

A. HUMAN BODY MODELS

In this study, Japanese adult male and female body models and a three-year-old child model were used [15]. The adult models were divided into 51 anatomic regions (e.g., skin, muscle, bone, brain, and heart) with a resolution of 0.5 mm for electromagnetic computation, and 2 mm for temperature computation. The height, weight, and surface area of the models are summarized in Table 1. The adult male body model was used in computations for younger adults (20–30 years old), the elderly (65 years old), and the aged (75 years old), because no clear difference in body shape is observed between healthy younger and older adults. Moreover, no anatomical model for the elderly has been developed.

<table>
<thead>
<tr>
<th>3-year Child</th>
<th>Adults (Elderly)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height [cm]</td>
<td>88.2</td>
</tr>
<tr>
<td>Weight [kg]</td>
<td>14.4</td>
</tr>
<tr>
<td>Surface area [m²]</td>
<td>0.57</td>
</tr>
</tbody>
</table>

B. THERMAL ANALYSIS

The algorithm for computing temperature variation considering thermoregulatory responses is summarized in Figure 1. The detailed formulation is presented in the following sections.
1) BIOHEAT EQUATION
The temperature elevation in the numerical human models was calculated by solving the bioheat equation [16], which models the thermodynamics of the body. A generalized bioheat equation considering thermoregulation and core temperature change [11] is

\[
C (r) \rho (r) \frac{\partial T (r, t)}{\partial t} = \nabla \cdot (K (r) \nabla T (r, t)) + \rho (r) E^2 (r) + M (r, t) - B (r, t) (T (r, t) - T_B (m, t))
\]

where \(T (r, t)\) and \(T_B (m, t)\) denote the tissue temperature and blood temperature, respectively, of different body parts (\(m = 1, \ldots, 5\), where \(m = 1, 2, 3, 4, 5\) represent the head and trunk, right hand, left hand, right leg, and left leg, respectively); \(C \ [\text{J/kg°C}]\) is the specific heat of the tissue; \(\sigma \ [\text{W/m}^2\text{µC}]\) is the electrical conductivity of the tissue; \(E \ [\text{V/m}]\) is the internal electric field caused by solar radiation; \(K \ [\text{W/m°C}]\) is the thermal conductivity of the tissue; \(M \ [\text{W/m}^3\text{°C}]\) is the basal metabolic rate per unit volume; and \(B \ [\text{W/m}^3\text{°C}]\) is a term associated with blood perfusion.

The boundary condition between air and tissue for (1) is expressed by

\[
-\mathbf{K} (r) \frac{\partial T (r, t)}{\partial n} = H (r, t) \cdot (T (r, t) - T_e (t)) + EV (r),
\]

where \(H \ [\text{W/m}^2\text{°C}]\), \(T \ [\text{°C}]\), and \(T_e \ [\text{°C}]\) denote the heat transfer coefficient, body surface temperature, and air temperature, respectively. \(H\) includes the convective and radiative heat loss, and \(EV \ [\text{W/m}^2]\) is the evaporative heat loss.

2) BLOOD (CORE) TEMPERATURE COMPUTATION
The key feature of the proposed computational modeling is that, in contrast to conventional bioheat modeling, both the body core temperature variation and the temperature in shallow regions can be tracked. To satisfy the first law of thermodynamics [17], [18], blood temperature varies according to the following equation:

\[
T_B (m, t) = T_B (m, 0) + \int_t^T \frac{Q_{\text{tot}} (m, t) \pm Q_R (m, t)}{C_B \rho_B V_B (m)} dt,
\]

where \(Q_{\text{tot}}\) is the net rate of heat acquisition of blood from the tissues in body part \(m\), \(Q_R\) is the heat exchange between the head and trunk and one of the limbs (\(m = 2, 3, 4, 5\)), \(C_B \approx 4.000 \ [\text{J/kg°C}]\) is the specific heat of blood, \(\rho_B = 1.050 \ [\text{kg/m}^3]\) is the mass density, and \(V_B \ [\text{m}^3]\) over the body is set to 7% of the weight of the corresponding body parts [17], [18]. The heat exchange between the head and trunk and one of the limbs is given in [9].

3) BIOHEAT EQUATION THERMAL PARAMETERS
The thermal constants of human tissues and the heat transfer coefficients used in this study are identical to those in [19]. The effect of these parameters on the temperature of the elderly for a compartment human body model is discussed in [20]. The heat transfer coefficient from the skin to the air, including the insensible heat loss, varies according to the following equation [21]:

\[
H (r, t) = \left( H_C (r, t) + H_R (r, t) \right) / R_{sf}
\]

\[
H_C (r, t) = \left[ \alpha_{\text{net}} \cdot \left( T_{sf} (t) - T_e (t) \right) \right]^{1/2} + \alpha_{\text{frc}} \cdot v + \alpha_{\text{mix}} \right]^{1/2}
\]

\[
H_R (r, t) = \sigma \cdot \psi \cdot \epsilon_{sf} \cdot \epsilon_{sr}
\]

where \(H_C \ [\text{W/m}^2\text{°C}]\) is the convective heat transfer coefficient, \(H_R \ [\text{W/m}^2\text{°C}]\) is the radiative heat transfer coefficient, \(v \ [\text{m/s}]\) is the speed of air movement, and \(T_{sf} \ [\text{°C}]\) is the average body surface temperature. \(\alpha_{\text{net}} = (4.63), \alpha_{\text{frc}} = (199.74), \alpha_{\text{mix}} = (−9.8)\) are the corresponding regression coefficients. \(\sigma = (5.67 \times 10^{-8} \ [\text{W/m}^2\text{K}^2]\) is the Stefan-Boltzmann constant, \(\psi = (0.794)\) is the corresponding view factor, and \(\epsilon_{sf} = (0.99)\) and \(\epsilon_{sr} = (0.93)\) are the emissivity of the body surface and surrounding indoor space, respectively. The numeric phantom used is discretized by voxels; thus, its surface is approximately 1.4 times as large as that of an actual human [22]. The heat transfer coefficient is adjusted by the ratio between the actual and voxelized body surface area.

It should be noted that the blood perfusion rate in the elderly is known to be smaller than that in younger adults (e.g., 30% smaller in thermally steady state in [23]); in addition, the core temperature in thermoneutral condition is lower. Even though the core temperature in thermoneutral condition was set to 36.5 °C for the elderly with a 30% smaller blood flow, the resultant temperature elevation was almost identical. Thus, the blood flow in thermally steady state for the elderly was assumed to be identical to that for younger adults in this study.

C. THERMOREGULATORY RESPONSE IN YOUNGER AND OLDER ADULTS
1) MODELING EVAPORATIVE HEAT LOSS
The evaporative heat loss \(EV\) on the skin is

\[
EV = \min \{SW \times 40.6/S, EV_{\text{max}}\},
\]

where \(SW\) is the sweating rate [g/min] (see below), \(S \ [\text{m}^2]\) is the surface area of the human body, and the numerical factor 40.6 W·min/g is a conversion coefficient. The maximum evaporative heat loss \(EV_{\text{max}}\) on the skin depends on the ambient conditions according to the following formula [13]:

\[
EV_{\text{max}} = 2.2h_c f_{pcl} (P_S - \varphi_e P_A)
\]

where \(h_c\) is the convective heat transfer coefficient; \(P_S\) and \(P_A\) are the saturated water vapor pressure at skin temperature and at the ambient air temperature, respectively; \(\varphi_e\) is the relative humidity of the ambient air; and \(f_{pcl}\) is the permeation
efficiency factor of clothing, which is affected by the speed of air movement [24]. For simplicity, \( f_{pel} \) is assumed to be 1, corresponding to a naked body.

Sweating in younger adults is modeled using the formulas in [9] and extended for the elderly. The sweating rate \( SW \) is assumed to depend on the temperature elevation on the skin and in the hypothalamus as follows:

\[
SW(r, t) = \gamma(r) \chi(r) [W_S(r, t) \Delta T_S(t) + W_H(r, t) \Delta T_H(t)] + PI \tag{7}
\]

where \( \Delta T_S \) and \( \Delta T_H \) are the average temperature elevation of the skin and the hypothalamus, respectively, and \( PI \) (insensible water loss) is 0.63 g/min and 0.25 g/min for adults and children, respectively. The multiplier \( \gamma(r) \) denotes the dependence of the sweating rate on the body parts (Table 2 in [9]). In each body part, the sweating rate is assumed to be constant. Three types of sweating intensity were considered: lower, standard, and higher, listed in Table 3. The coefficients \( \alpha \) and \( \beta \) are empirically estimated for the average sweating rate [13].

2) MODELING SWEATING IN THE ELDERLY

The maximum sweating rate in most body parts except for the limbs was shown to be almost identical in younger adults and the elderly [25]–[28]. In [29], the original formula (7) was modified as follows: i) the decline in sweating in the limbs was considered by adding a multiplier \( \chi(r) = 0.6 \) in the legs, and ii) the threshold for inducing a sweating response in the elderly, which represents the decline in the thermal sensitivity of the skin owing to aging, was increased by introducing \( \Delta T_{S,dec} \) and \( \Delta T_{H,dec} \) (see (10)). This value was estimated to be 1.5 °C in [29].

Thus, in the model for the aged, \( \Delta T_S \) and \( \Delta T_H \) in (7) are given by

\[
\Delta T_S = \begin{cases} 
T_S < T_{S,0} + \Delta T_{S,dec} & 0 \\
T_S - (T_{S,0} + \Delta T_{S,dec}) & T_S < T_{S,0} + \Delta T_{S,dec}
\end{cases}
\]

\[
\Delta T_H = \begin{cases} 
T_H < T_{H,0} + \Delta T_{H,dec} & 0 \\
T_H - (T_{H,0} + \Delta T_{H,dec}) & T_H < T_{H,0} + \Delta T_{H,dec}
\end{cases}
\tag{10}
\]

where \( T_{S,0} \) and \( T_{H,0} \) represent the initial temperatures in thermoneutral condition [30]. Note that the sweating model in the child is identical to that of the adult, as is demonstrated in section III B.

3) BLOOD PERFUSION RATE

For temperature elevation above a certain level, the blood perfusion rate is increased to carry away the excess heat [13]. The variation in the blood perfusion rate on the skin through vasodilation is expressed in terms of \( \Delta T_H \) and \( \Delta T_S \) as follows:

\[
B(r, t) = (B_0(r) + F_{HB} \Delta T_H(t) + F_{SB} \Delta T_S(t)) \cdot 2^{(T(t) - T_0(r))/6} \tag{11}
\]

where \( B_0 = (3,680 \text{ W/m}^3/\text{°C}) \) is the basal blood perfusion rate, \( F_{HB} = (17,500 \text{ W/m}^3/\text{°C}^2) \) and \( F_{SB} = (1,100 \text{ W/m}^3/\text{°C}^2) \) are the weighting coefficients of the signals from the hypothalamus and skin, respectively [17]. Then, \( \Delta T_H \) and \( \Delta T_S \) are the changes in the average skin and blood temperature with respect to the respective baseline temperatures.

The variation of the blood perfusion rate in all tissues except for skin at higher temperatures (above 39 °C) is given by the following linear relation [31], [32]:

\[
B(r, t) = \begin{cases} 
B_0(r) & T(r, t) \leq 39^\circ C \\
B_0(r)[1 + S_B(T(r, t) - 39)] & 39^\circ C \leq T(r, t) \leq 44^\circ C \\
B_0(r) + 5S_B & 44^\circ C \leq T(r, t)
\end{cases}
\tag{12}
\]

where \( B_0(r) \) is based on the blood perfusion in each tissue, and \( S_B(=0.8 \text{ °C}^{-1}) \) is a coefficient for determining the changes in the blood perfusion characteristics over time.

D. MODELING SOLAR RADIATION

The finite-difference time-domain (FDTD) method was used for calculating the power absorption in an anatomical human model. An in-house FDTD code, which was validated via inter-comparison, was used [33]. The values of the required dielectric constants of the tissues were empirically obtained [34]. The computational region was truncated by
applying a twelve-layered perfectly matched layer-absorbing boundary.

For harmonically varying fields, the power absorption was calculated from the Joule loss \( \sigma E^2 \) in (1).

As in [12], solar radiation was simulated considering a realistic scenario. For example, the human models were exposed to two plane waves at +45 and −45 degrees from the ground. The former corresponds to sunlight directly irradiating the body and the latter to sunlight reflected from the ground. The incident angle was adjusted to real data. For that angle, a typical power density of the directly incident power density \( 1000 \text{ W/m}^2 \) [35]. The power density of the reflected wave was estimated as \( 200 \text{ W/m}^2 \) based on a ground reflectance of 0.2 [35]. The power absorption in the models was computed using a resolution of 0.5 mm voxels at 10 GHz, at which wave penetration depth (−2 mm) is approximately the same as the average penetration depth of the electromagnetic wave into the human body in the dominant spectrum (280−4000 nm) constituting solar radiation [36]. The power absorption distribution per unit mass is shown in Figure 2. In the present case, the whole-body-averaged energy absorption rate was 5.0 W/kg and 8.5 W/kg for adult and child phantoms, respectively, which are comparable to those estimated from the body surface area multiplied by an incident power density [37].

![Power absorption per unit mass distribution on the adult male model for frontal solar radiation](image)

**FIGURE 2.** Power absorption per unit mass distribution on the adult male model for frontal solar radiation.

### E. COMPUTATIONAL IMPLEMENTATION

The computational thermal model was implemented in in-house code written in FORTRAN 95. The bioheat equation (1) and the boundary condition (2) were discretized using a difference method with a six-point stencil in the spatial domain and the explicit Euler method in the time domain. That is, at each time step, the sweating and blood perfusion rates and blood temperature were updated using the temperature distribution calculated at the previous time step. The discretization size was 2 mm in the spatial domain, corresponding to 8 million degrees of freedom, and 2 s in the time domain. It should be noted that the discretization time was chosen so as to satisfy the stability condition in [38].

The SX-ACE supercomputer used for the analysis is a vector-type computer with high vector processing performance of 256 GFLOPS per CPU and high memory bandwidth of 256 GB/s [14]. The latter is essential for large-scale physical computation. To realize speed up on SX-ACE, the code was optimized primarily for vectorization promotion. As will be discussed later, the computation of perspiration, which is one of the factors of thermoregulation, is performed only for the skin tissue, resulting in a conditional branch (if-statement) for discriminating from other tissues. In vector-type computers, such as SX-ACE, successive calculations accompanying this conditional branch may decrease the vectorization rate. The amount of computation for each process depends on the presence or absence of skin tissue (see (7)). This caused imbalance in the computational load between the nodes. Thus, the presence of skin tissue was not decided by conditional branching but by a Boolean function in the position vector \( r \). It is noteworthy that this does not perform well on non-vector conventional computers, as the computational cost increases.

### F. EXPOSURE SCENARIOS

To verify the code for exercise, children, and the elderly, three different scenarios, whose experimental results have been published, were considered. Comparisons with experimental results were made to verify the difference in the threshold temperature (as observed in the computations) for eliciting a thermoregulatory response, owing to age and body size.

i) The first exposure scenario regarded exercise in younger adults [39]: 1) The subject rested for 90 min in a thermoneutral room with an ambient temperature of 25°C and relative humidity of 50%; 2) the subject moved and stayed for 90 min in another room whose ambient temperature and relative humidity were 33°C and 50%, respectively. There, the subject initially sat on a seat for 30 min. Then, the subject walked at 4.5 km/h for 30 minutes using a treadmill, and rested on the seat again for 30 min.

ii) The second scenario regarded younger adults and the elderly [25]: 1) The subject rested for 90 min in a thermoneutral room with ambient and wall temperature of 28°C; 2) the ambient temperature was changed gradually from 28 to 40°C during the first 4 min, and then kept at 40°C for 86 min.

iii) The final scenario regarded females and children [40]: 1) The subject rested for 10 min in a thermoneutral room with an ambient temperature of 28°C and relative humidity of 50%; 2) the subject moved and stayed in the exposure chamber whose ambient temperature and relative humidity were 35°C and 70%, respectively, for 30 min; 3) the subject moved and rested again for 30 min in a recovery room with an ambient temperature of 28°C and relative humidity of 50%.
G. MODELING BASED ON WEATHER FORECAST DATA
To conduct realistic risk assessment for preventing seasonal heat stroke, the temperature elevation was calculated at ambient heat and solar radiation using weather forecast data. In addition, the absorption of the solar radiation was adjusted to consider the effect of clothing (short sleeve shirts and shorts) [41]. Thus, the whole-body-averaged power absorption rate for solar radiation of adults and children was adjusted to 3.0 W/kg and 5.3 W/kg, respectively. In this study, 10-min weather (temperature and humidity) data were linearly interpolated for use in the computations.

III. COMPUTATIONAL RESULTS
A. COMPUTER IMPLEMENTATION AND ACCELERATION
Figure 3 shows the acceleration for different numbers of processes using code that was speeded up. The speed up was derived from the computational time of single execution of one core for one SX-ACE node (four cores) and that of parallel execution of MPI parallel processing of four processes per node for one node up to 16 nodes (64 processes in parallel). For different numbers of processes, comparison was made under the same exposure condition (model: adult male, exposure time: 3 h, ambient temperature: 37 °C). As shown in Figure 3, the acceleration rate increases as the number of processes increases. Compared to the theoretical value or the maximum number of processes (64), the acceleration rate was improved 55 times by resolving the imbalance, corresponding to a parallelization ratio of 87%.

B. VALIDATION OF COMPUTATIONAL MODELING
To confirm the effectiveness of the model, the core temperature elevation and sweating computed using the improved bioheat model were compared with measurement data in the literature.

![Graph showing the comparison of computed and measured core temperature elevations.](image)

The metabolic equivalent for the treadmill was estimated as 3.5 METs (where 1 MET is the metabolic equivalent of a sedentary person) [39]. As shown in Figure 4, good agreement is observed between the computed and measured core temperature elevation for exercise under heat load. The total water loss in the computation for the normal sweating type was 396.6 g, whereas that in the measurement data was 398.0 g for 90 min. This suggests that the code can effectively simulate thermoregulatory responses of young adults.

In these two validations, three sweating types were used. The results show that the difference in the biological response due to sweating can also be simulated. The third example was concerned with heat exposure based on the experiment in [40]. Figure 6 shows the time course of core temperature elevation in females and eight-month-old children. Good agreement is observed between the computed and measured core temperature elevation.
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FIGURE 5. Computed and measured (a) core temperature elevations and (b) sweating rates integrated in legs for passive heat exposure (40 °C and 42%). The measured data were obtained from [25]. Error bars represent standard deviation of measured data.

core temperature elevation. After the heat exposure (40 min), the computed core temperature decreases in a few minutes, whereas the measured core temperature continues to rise for several minutes.

The reason for this is unclear. However, two possible factors may be the increased metabolism rate when a mother moves from the exposure room to the recovery room while holding her child, and altered heat transfer by contact between the child and the mother. The results suggest that the code is applicable down to eight-month-old children. It is worth noting that the thermoregulation of the child was approximately expressed as identical to that of the young adults.

C. COMPUTATIONAL DEMONSTRATION

Two simulations were conducted to demonstrate risk assessment using this method combined with weather data. In these simulations, the previously measured weather data were used.

FIGURE 6. Computed and measured core temperature elevations, for heat exposure test (35 °C and 70%). The measured data were obtained from [40]. Error bars represent standard deviation of measured data.

FIGURE 7. Computed temperature distribution on human body surfaces of five models after three hours for given ambient temperature and humidity on July 25, 2015.

FIGURE 8. Computed temperature distribution on human body surfaces of adults and children for exposure to a certain ambient temperature and humidity with solar radiation, from 1 PM to 2 PM, on July 14, 2016. To simulate walking, the metabolic equivalent of walking was estimated as 3.0 METs [42] in the calculation. The figure shows that the temperature elevation caused by exposure to high ambient temperature, in addition to exercise, was higher in children than in younger adults.
This is primarily attributed to the difference in the surface area-to-mass ratio between adult and child models. It should be noted that the surface area-to-mass ratio is the dominant factor influencing the core temperature elevation that is due to ambient heat and electromagnetic power absorption [12]. Furthermore, the absorbed energy of the heat transfer from the surrounding air to the body is proportional to the surface area-to-mass ratio. 46 min were required in the child model for a core temperature elevation by 1°C, which is the suggested limit in [8]. The water loss in 46 min was 390 g, approximately 3% of body weight, which is a measure of dehydration; in 1 h, it was 530 g, approximately 4% of body weight.

**D. WEB-BASED APPLICATION**

A database for core temperature elevation and sweating was developed for typical Japanese weather data for the duration of one hour. 104 combinations of ambient temperature (from 28 to 40°C per 1°C) and relative humidity (from 10 to 80% per 10%) were chosen. For these scenarios, four human body models, young adult, older adult, child, and infant, were considered. 7296 simulations were conducted and used for generating the database.

On the webpage (see Figure 9, translated), users choose their age and activity level, and their location is acquired by the global positioning system (https://www.netsuzero.jp/selfcheck). The corresponding weather data is then estimated. The output consists of the recommended water intake, based on the water loss, and the allowable duration of activity for preventing excess core temperature elevation, as suggested in ACGIH [8]. Considering individual differences, the unit of water loss is 100 (half a glass of water), 200 (two glasses), 500 (a bottle), 1,000 ml (two bottles), and more than 1,000 ml (more than two bottles). The allowable duration of activity is a multiple of 15 min.

This application was deployed in April 2017, had 170,640 page views from April 2017 to September 2017.
the evaluation of temperature elevation and sweating in less than 10 min, even considering the variation of sweating rate covering approximately 90% of the population (see the discussion below). The difference with the theoretical value in speed up (Figure 3) would be attributable to initial value setting, processing time of non-parallelized parts such as file I/O, and data synchronization delay owing to data communication between nodes.

To confirm the applicability of the code in common experimental scenarios, three exposure cases were considered. The reason for choosing these examples was to simulate exercise as well as the elderly and children. In all cases, the code simulated the scenarios in good agreement with measured data. However, some difference was observed in the early stages of exposure because thermoneutral conditions are different for different subjects, and, initially, the ambient temperature does not always provide thermoneutral conditions. As seen from (7), the core and mean skin temperature elevations affect sweating rate, resulting in similar trends.

B. UNCERTAINTY FACTORS

It is difficult to determine the population coverage in the application of the system. The variability of core temperature elevation and water loss is primarily attributable to sweating rate and body shape, which is characterized by the body surface area-to-mass ratio. This is evident from the empirical formula (9) [12] for estimating core temperature elevation.

Regarding the effect of the body shape, it was clarified that the dominant factor affecting core temperature elevation was approximately proportional to the body surface-area-to-mass ratio for passive heat exposure [12]. The limitation of using one anatomical model is that the surface-area-to-mass ratio is fixed. This analysis was validated by a comparison with measured data obtained from [25]. The mean surface-area-to-mass ratio for 15 younger and older subjects was estimated as 0.0256 and 0.0242 m²/kg, respectively [43]. Moreover, the surface area in Table 1 was estimated based on Du Bois and Du Bois [43]. The mean surface-area-to-mass ratio for the younger and older subjects is smaller than that of the numerical Japanese male model by 6.5% and 11%, respectively. To cover 90% of the population, core temperature elevation can be estimated by these factors; up to 20% to cover two standard deviations.

The second factor was considered as much as possible to ensure that the parameters listed in Table 3 cover all the data for younger adults. Moreover, the degradation of the temperature sensor in the hypothalamus, which is obvious at the age of approximately 75 years or over, was not considered [23]. If need be, these effects can be easily considered by changing the parameters in (9) (see Figures 4 and 5). The sweating response is not as available as body shape. However, low and high sweating rates were estimated to cover nearly all the measured data presented in [13] (some of them are within standard deviation); thus they are expected to cover at least 68% (standard deviation) but less than 95% (two standard deviations).

Additional uncertainty exists for children, as no measured data has been reported for core temperature elevation higher than 0.5–0.6 °C. One of the additional factors not considered here is the decline of sweating rate caused by disease (e.g., diabetes). This decline is primarily attributed to the degradation of the thermal sensitivity of the skin. Further, the thermoregulatory model is based on individuals living in the temperature zone. The arctic and tropical zones were not considered.

C. APPLICATION

As a pilot study, the water loss and core temperature elevation were estimated for two scenarios using the same weather data. The computation suggested the effectiveness of the classification into adults, children, and the elderly. As the data for the adult male and female models were quite similar, or within individual variability, the data of the male model was chosen for estimating heat stroke risk. A more detailed version of this computation can be used in large events using weather forecast data. The database was developed for a large number of studies and has been used extensively.

V. CONCLUSIONS

A fast computation for simulating temperature elevation and sweating was implemented for risk management of heat stroke. The computational time for covering more than 90% of the population in Japan is less than 10 min. The system may be used in large events in summer and for more case-specific risk assessment. As a pilot study, a web-based risk assessment application was developed and has been used since 2017. It had 170,640 page views from April 2017 to September 2017. In the future, it could be improved so that it may have worldwide population coverage (e.g., the subarctic and torrid zone) based on thermophysiological data.
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