Bica, Marian; Koivunen, Visa

Radar Waveform Optimization for Target Parameter Estimation in Cooperative Radar-Communications Systems

Published in:
IEEE Transactions on Aerospace and Electronic Systems

DOI:
10.1109/TAES.2018.2884806

E-pub ahead of print: 01/01/2018

Document Version
Peer reviewed version

Please cite the original version:
Radar Waveform Optimization for Target Parameter Estimation in Cooperative Radar-Communications Systems

Marian Bică, Member, IEEE, and Visa Koivunen, Fellow, IEEE.

Abstract—The coexistence between radar and communications systems has received considerable attention from the research community in the past years. In this paper, a radar waveform design method for target parameter estimation is proposed. Target time delay parameter is used as an example. The case where the two systems are not co-located is considered. Radar waveform optimization is performed using statistical criteria associated with estimation performance, namely Fisher Information (FI) and Cramér-Rao Bound (CRB). Expressions for FI and CRB are analytically derived. Optimization of waveforms is performed by imposing constraints on the total transmitted radar power, constraints on the interference caused to the communications system, as well as constraints on the Subcarrier Power Ratio (SPR) of the radar waveform. The frequency domain SPR is different than the Peak to Average Power Ratio (PAPR) which is computed in time domain. It is shown, using simulation results, that the proposed optimization strategies outperform other strategies in terms of estimation error. It is also shown that the SPR constraint reduces the delay domain ambiguities.
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I. INTRODUCTION

THE need for spectrum sharing and coexistence among radar and wireless communications systems was pointed out in [1]. Proposals for changing spectrum regulations have already been made by FCC in the US [2]. The coexistence problem has received a lot of attention from the research community in the recent years due to a considerable number of wireless systems that may have to operate in the same spectral bands, for example: LTE, 5G, WiFi, Citizens Broadband Radio Service and S-band radars. A comprehensive review of various approaches for solving this problem is presented in [3]. Only a few recent works have focused on analyzing the interference that radar and communications systems cause to each other [4], [5], while many others have proposed a variety of coexistence methods. As pointed out in [3], two main approaches are considered in the literature: addressing only the coexistence problem and considering cooperation between the two systems as well. In the plain coexistence scenario, each system tries to mitigate the interference from the other systems. In a cooperative scenario, there is some exchange of information between the two systems such as channel state or experienced interference levels. In this paper, an interference mask imposed by the communications system is considered to be available at the radar system. Existing system designs in the literature can also be classified in two categories: physically co-located or distinct devices in different locations. In this work, the two systems are considered to be displaced such that the radar system is able to receive also the communications transmissions. From the system architecture point of view, both SISO [6]–[8] and MIMO [9]–[13] configurations are considered in the literature. Both single carrier [6], [14] and multicarrier waveforms [5], [7], [15]–[18] have been employed. Most related papers propose systems in which the radar and the communications waveforms are distinct, while some propose systems where waveforms have dual purpose, i.e. simultaneously carry both payload data and radar signals [9], [19], [20]. Systems that are able to perform both communications and radar tasks, however using different waveforms were proposed in [3], [19], [20]. There is also a trend towards RF convergence where similar waveforms may be used for radar and communications purposes [3]. In this work, SISO radar and communications systems with distinct waveforms are considered.

When considering separate waveforms for radar and communications purposes various optimization strategies have been proposed. Many take radar-centric approaches (aiming at optimizing or adapting only the radar waveform) [3], [6], [11]–[14], [21], [22], whereas communications-centric approaches (aiming at optimizing or adapting only the communications waveform) have been considered in [3], [10], [16], [23]–[25]. A joint design strategy is adopted for example in [3], [26]–[28]. Various criteria have been used for waveform optimization, for example SINR at the radar receiver [6]. Mutual Information (MI) [7], [17], or probability of detection [18]. To the author’s best knowledge there is no work focused on optimizing the radar waveform for the target parameter estimation performance in cooperative coexistence scenarios.

Novel bounds on estimation performance, from an information-theoretic point of view, were introduced in [29]. The radar and the communications system considered for the joint design in [29] are operating in the same spectral band. Cramér-Rao Bound (CRB) for parameter estimation in a cooperative scenario, where the two systems are in different locations and share the same spectral band, was introduced in [30]. It was shown, using both analytical methods and simulation results, that a radar can improve its estimation performance and have a lower CRB by exploiting the communications signals in a passive way. In this paper, an extended target is
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considered and an estimation-theoretic quantity, namely Fisher Information (FI), is derived for target’s time delay estimation. Radar waveform optimization methods are proposed and objective functions that minimize the CRB for target’s time delay estimation are derived. When the communications signal is exploited, the additivity property of the FI will lower the CRB compared to the situation where the radar operates alone.

The main contributions of this paper are summarized as follows:

- Estimation-theoretic quantities, namely FI and CRB, are analytically derived for radar-communications cooperation for both known and unknown target channel tap amplitudes.
- Radar waveform optimization based on CRB is proposed and power allocation per subcarrier solutions are provided.
- It is demonstrated, using simulations, that constraining the Subcarrier Power Ratio (SPR) of the transmitted waveform for a more even power distribution over subcarriers can reduce the ambiguities in delay domain.
- The Root Mean Squared Error (RMSE) for the proposed optimized waveforms is evaluated using simulation results and compared with a waveform optimized for received SNR maximization.

This paper is organized as follows. Section II introduces the cooperative model and describes the modeling and the processing of the received signals at the radar receiver. In Section III the estimation bounds for the target’s time delay are analytically derived. Radar waveform optimization based on the minimization of the derived bounds (CRB) is presented in Section IV. The ambiguity of the optimized waveforms is analyzed in Section V and a method to reduce it is proposed. In Section VI the target parameter estimation performance of the optimized waveforms is analyzed and compared with the one for a waveform optimized for received SNR maximization. Section VII concludes the paper. In Table I the most common used abbreviations in this paper are provided.

**Notations:** A lower capital bold letter X denotes a column vector, while an upper capital bold letter X denotes a matrix. By x[t] we denote the tth element in a vector x and by [X]_{i,j} we denote the ith row and jth column element in a matrix X. The Hermitian transpose of a matrix is denoted by X^H, while the complex conjugate is denoted by X*. The frequency domain form of a signal is indicated by superscript F. Symbol ⊙ denotes the element-wise matrix/vector product, symbol * denotes the convolution operation, while ≥ denotes element-wise larger or equal to in case of vectors and matrices. diag{x} is a diagonal matrix which has the entries of x on the main diagonal. det{X} is the determinant of matrix X.

### II. Signal Model

In this paper, the multicarrier model introduced in [18] is employed in order to describe the cooperation. A simplified version for one communications base station (BS) is presented in Fig. 1. The radar and communications systems are assumed to be distinct and in different locations. Therefore, the monostatic radar receives echoes off the target due to the transmitted and reflected radar signal as well as the communications signals from the BS, whose location is assumed to be known. The communications signal is received via two channels: one which is due to scattering off the target and one corresponding to a direct path. It is assumed that the radar is capable of beamforming in two directions, one required for target surveillance and one for receiving the reference communications signal through the direct path. This can be used to reliably estimate the transmitted communications symbols. Beamforming also rejects interferences from other angles. Consequently, the radar receives the following signals:

$$y_{\text{surv}}(t) = y_{\text{rad}}(t) + y_{\text{com}}(t) + n(t)$$
$$y_{\text{ref}}(t) = y_{\text{rad}}(t) + n(t),$$

where $y_{\text{surv}}(t)$ and $y_{\text{ref}}(t)$ are the received signals on the surveillance and reference channels respectively. In addition, $y_{\text{rad}}(t)$ is the radar off the target return, $y_{\text{com}}(t)$ is the communications signal reflected off the target and $y_{\text{ref}}(t)$ is the reference communications signal arriving on the direct path, while $n(t)$ accounts for the receiver noise.

In this paper the following assumptions are made:

- The radar is able to beamform in two different directions simultaneously, or has two directional antennas available for the surveillance and reference channels respectively.
- The target is considered static over the observation interval, thus no Doppler effect is considered.
- The transmitted communications symbols are known at the radar or can be reliably estimated from the direct path.
- The same number of $L$ taps for the target impulse response of both the radar and the communications channels is assumed known.
- Both the radar and the communications systems utilize multicarrier waveforms, in particular OFDM with N subcarriers in this paper.

At the radar receiver, on the surveillance direction, the delayed radar signal is superimposed with the delayed commu-

---

**Table I**

<table>
<thead>
<tr>
<th>Description</th>
<th>Breviary</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRB</td>
<td>Cramér-Rao Bound</td>
</tr>
<tr>
<td>FI</td>
<td>Fisher Information</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
<tr>
<td>SPR</td>
<td>Subcarrier Power Ratio</td>
</tr>
</tbody>
</table>

Figure 1. Simplified system model for spectrum sharing between radar and communications system.
nications signal, both reflected off the target. For an extended target, the equation for the signal at the radar receiver can be written as:

\[
y_{\text{surv}}(t) = y_{\text{rad}}(t) + y_{\text{com}}(t) + n(t) = r(t) * h_{r}(t) + c(t) * h_{c}(t) + n(t),
\]

(2)

where \( r(t) \) and \( c(t) \) are the OFDM transmitted radar and communications signals respectively, while \( h_{r}(t) \) and \( h_{c}(t) \) are the radar and the communications channel impulse responses containing the target response. In this paper, an extended target model is considered, similar to [31]. Consequently, the communications channel is a periodic channel with \( L \) taps spaced at intervals equal to the sampling time \( T_{s} \) [32]. Such target impulse response is modeled for the radar and the communications signal as:

\[
h_{r}(t) = \sum_{l=0}^{L-1} b_{r,l} \delta(t - \tau_{r,l}), \quad h_{c}(t) = \sum_{l=0}^{L-1} b_{c,l} \delta(t - \tau_{c,l}),
\]

(3)

respectively. In (3) \( b_{r,l} \) and \( \tau_{r,l} \) denote the complex amplitude and the time delay for the \( l \)th path (tap) in the radar channel, respectively. \( b_{c,l} \) and \( \tau_{c,l} \) are the communications channel counterparts. The delays \( \tau_{c,l} \), with \( l = 0 \ldots L - 1 \), are given by:

\[
\tau_{c,l} = \tau + lT_{s},
\]

(4)

where \( \tau \) is the round-trip delay experienced by the radar signal and \( T_{s} \) is the sampling instant. Similarly, for the communications signal:

\[
\tau_{c} = \tau_{c} + lT_{s},
\]

(5)

where \( \tau_{c} \) is the delay experienced by the communications signal on the first path. As illustrated in Fig. 2 for the first path, the delay experienced by the communications signal is:

\[
\tau_{c} = \frac{\tau}{2} + \tau_{x},
\]

(6)

where \( \tau_{x} \) is the delay from the BS to the target and \( \tau / 2 \) is the one way delay from the target to the radar. It is also illustrated that both the radar and the communications signals experience the same delay \( \tau / 2 \) from the target to the radar, as these travel the same distance.

In the considered cooperative scenario, the goal of the radar is to improve its estimation performance by exploiting the communications signals reflected off the target in a passive manner. The parameter of interest to the radar is the round-trip delay \( \tau \), which appears in both signal models for the reflected radar and communications signals in (2). In order to make use of the different observations of the same parameter \( \tau \), the received signal on the surveillance direction presented in (2) needs to be separated in two parts: one with the radar component only and one with the communications component, free from mutual interference. One way of achieving the separation is to use the technique of Successive Interference Cancellation (SIC), as presented in [29], [33] for example. This technique involves removing the radar or the communications signal (the strongest one) from the observed signal in order to obtain the communications or the radar return, respectively, free from interference. This approach is applicable if the transmitted communications and radar signals are digital, with the radar symbols drawn from a finite alphabet, for example polyphase P3 and P4 codes. For analog modulated radar and communications signals, source separation techniques, such as blind source separation or independent component analysis (ICA) can be used instead, as long as the signals are statistically independent [34]. In this paper, it is assumed that SIC is used for separating the radar and communications signals since both of them use digital (discrete-time) waveforms. Two cases are considered: the more common case where the radar return is stronger and another one where the communications return is stronger. This impacts the way SIC is implemented, which is discussed in the following Section II-A.

A. SIC Example

In this paper, a crucial assumption made is that the radar and communications signals can be reliably separated. Since both systems are assumed to use digital multicarrier waveforms, SIC methods may be employed. SIC is employed such that the strongest component is first removed from the signal. The SIC technique has been employed in coexisting radar/communications literature, for example [29], [33].

In the following, an example on how SIC could separate the two target returns is provided, in the same spirit as in [29], [33]. Consequently, the radar return is reconstructed based on a predicted round-trip time delay and such reconstructed signal would be removed from the received \( y_{\text{surv}}(t) \). The reconstructed radar return is \( y_{\text{r, recon}}(t) \) and it is assumed that \( y_{\text{rad}}(t) = y_{\text{r, recon}}(t) + e(t) \), where \( e(t) \) is a residual error term accounting for the reconstruction error, as in [29]. This prediction error is assumed to be independent of the noise [29]. The separated communications return is obtained as follows:

\[
y_{\text{surv}}(t) - y_{\text{r, recon}}(t) = y_{\text{com}}(t) + n(t) + e(t).
\]

(7)

Consequently, the following set of measurements is obtained:

\[
y_{r}(t) = y_{\text{r, recon}}(t) = y_{\text{rad}}(t) + e(t)
\]

\[
y_{c}(t) = y_{\text{surv}}(t) - y_{\text{r, recon}}(t) = y_{\text{com}}(t) + n(t) + e(t).
\]

(8)

Similarly, when the communications return is stronger this is first removed from the received \( y_{\text{surv}}(t) \). Assuming the radar learns the target channel also using only the passive communications reception, it can predict the delay experienced by the communications signal. Using the predicted delay, the communications signal is reconstructed as \( y_{\text{c, recon}}(t) \) and it is assumed that \( y_{\text{com}}(t) = y_{\text{c, recon}}(t) + e(t) \), with \( e(t) \) accounting for the reconstruction error. Thus, the measurements become:

\[
y_{r}(t) = y_{\text{surv}}(t) - y_{\text{c, recon}}(t) = y_{\text{rad}}(t) + n(t) + e(t)
\]

\[
y_{c}(t) = y_{\text{c, recon}}(t) = y_{\text{com}}(t) + e(t).
\]

(9)
The two considered cases, when the radar or the communications return respectively is stronger, impact the structure of the covariance matrix of the measurements. Nevertheless, the derivation of performance bounds on parameter estimation is done in Section III using a general notation and the exact covariance matrix or its inverse are specified in Section III-C.

B. Processing of Radar and Communications Target Returns

Multicarrier waveforms have been shown to bring many advantages to radars [35]–[38] and are used in the majority of modern wireless communications and broadcasting systems. One of the most common multicarrier waveform is the OFDM waveform, which is also chosen for both radar and communications systems in the cooperative scenario. OFDM waveforms have been shown to provide many benefits including frequency diversity [39], high compression gain [40], as well as robustness and operation in scenarios with low received signal power or high interference levels [39]. It has been shown that OFDM is a promising choice for radar in several works [41]–[43]. There is also a trend towards RF convergence where the same transceiver structures can be used for both communications and radar purposes [3]. Multicarrier models are particularly suitable for that purpose [38]. Consequently, after employing SIC or any other suitable separation technique, the measurements are described by the following two equations:

\[ y_r(t) = r(t) \ast h_r(t) + v_r(t) \]
\[ y_c(t) = c(t) \ast h_c(t) + v_c(t), \]

where \( r(t) \) and \( c(t) \) are the OFDM transmitted radar and communications signals respectively, \( h_r(t) \) and \( h_c(t) \) are the radar and the communications channel impulse responses containing the target information, while \( v_r(t) \) and \( v_c(t) \) are the additive errors associated with the two sets of measurements. As mentioned in Section II-A two cases arise when employing SIC and, consequently, \( v_r(t) \) and \( v_c(t) \) need to be specified for each case. When the radar target return is stronger we have \( v_r(t) = e(t) \) and \( v_c(t) = n(t) + e(t) \). When the communications target return is stronger we have \( v_r(t) = n(t) + e(t) \) and \( v_c(t) = e(t) \). The measurement model can be written in discrete frequency domain as:

\[ y_r^F[k] = r^F[k] \sum_{l=0}^{L-1} b_{r,l} \exp(-j2\pi k \Delta f (\tau + lT_s)) + \nu_r^F[k] \]
\[ y_c^F[k] = c^F[k] \sum_{l=0}^{L-1} b_{c,l} \exp(-j2\pi k \Delta f (\tau/2 + \tau_x + lT_s)) + \nu_c^F[k], \]

with \( k = -N/2 \ldots N/2 - 1 \), where

\[ \sum_{l=0}^{L-1} b_{r,l} \exp(-j2\pi k \Delta f (\tau + lT_s)) = h_r^F[k] \]
\[ \sum_{l=0}^{L-1} b_{c,l} \exp(-j2\pi k \Delta f (\tau/2 + \tau_x + lT_s)) = h_c^F[k], \]

are the frequency domain components of target channels for the radar and communications signals respectively.

It was shown in [30], based on [44], that \( \tau_c \) can be obtained in closed form as:

\[ \tau_c = \frac{\tau_x^2 - 2\tau_c \tau_d \sin \alpha - \tau_d^2}{2(\tau_c - \tau_d \sin \alpha)}, \]

where the angle \( \alpha \) represents the complement of the angle that the radar surveillance beam is making with the reference beam. This is achieved by assuming the angle \( \alpha \) in Fig. 2 is known, as the radar knows where the antenna beams are pointing, and the delay \( \tau_d \) between the BS and the radar is known (the location of the BS is known exactly in a cooperative scenario). At the same time, the delay \( \tau_c \) for the first path of the communications signal can be estimated using a correlation based technique between the known, or decoded communications signal received on the direct path, and the one on the surveillance direction.

After the delay \( \tau_c \) is obtained, the measurements in (11) corresponding to the communications part are multiplied element-wise by \( \exp(j2\pi k \Delta f \tau_c) \) in order to compensate for this delay and obtained as:

\[ y_c^F[k] = c^F[k] \sum_{l=0}^{L-1} b_{c,l} \exp(-j2\pi k \Delta f (\tau/2 + lT_s)) + \nu_c^F[k]. \]

Using matrix notation, the model in (11) can be rewritten as:

\[ y_r^F = Rh_r^F + \nu_r^F = RA_r b_r + \nu_r^F \]
\[ y_c^F = Ch_c^F + \nu_c^F = CA_c b_c + \nu_c^F , \]

where \( R = \text{diag}\{r^F \} \) and \( C = \text{diag}\{c^F \} \) are \( N \times N \) diagonal matrices containing the transmitted frequency domain radar and communications symbols respectively on the main diagonal. The elements of matrices \( A_r \) and \( A_c \) of size \( N \times L \) are given by \( [A_r]_{k,l} = \exp(-j2\pi k \Delta f (\tau + lT_s)) \) and \( [A_c]_{k,l} = \exp(-j2\pi k \Delta f (\tau/2 + lT_s)) \) respectively, for \( k = -N/2, \ldots, N/2 - 1 \) and \( l = 0, \ldots, L - 1 \). Vectors \( b_r \) and \( b_c \) contain the complex amplitudes of the radar and communications channels taps respectively.

III. PARAMETER ESTIMATION BOUNDS

Two sets of measurements are obtained in (15), where the frequency domain samples are expressed as function of the transmitted frequency domain symbols and the effect of the extended target on the transmitted signals. These measurements are stacked into a single vector of measurements of size \( 2N \times 1 \) for the radar and communications components respectively:

\[ y^F = \begin{bmatrix} y_r^F \\ y_c^F \end{bmatrix} . \]

Two cases can be considered here: a cooperative case, in which the radar performs the estimation using also the communications signal measurements, and the radar-only case, where the radar performs the estimation using only its own measurements. The cooperative case is of main interest in this paper. The radar-only case is provided here for comparison. In both cases, the parameter of interest is \( \tau \), the round-trip delay from radar to the target. Furthermore, the amplitudes \( b_r \) and \( b_c \) of the channel taps may be known or unknown and need to be estimated. It is reasonable to assume that in a target
tracking task, the target impulse responses \( h_r(t) \) and \( h_c(t) \) are either known or can be reliably estimated. This happens when the considered radar is cognitive and is continuously learning about the environment [45]. Consequently, also the amplitudes \( b_r \) and \( b_c \) can be known. Other possible simplifying assumptions are also presented in Section III-C.

A. Unknown Amplitudes \( b_r \) and \( b_c \)

The case when the amplitudes \( b_r \) and \( b_c \) need to be estimated is considered first. Thus, the size \( (2L+1) \times 1 \) vector of parameters to be estimated is \( \theta = [\tau \ b_r^T \ b_c^T]^T \).

The measurements vector in (16) is assumed to follow a complex Gaussian distribution \( y^F \sim \mathcal{CN}(m(\theta), \Sigma) \), where the mean vector

\[
m(\theta) = \begin{bmatrix} RA_r b_r \\ CA_c b_c \end{bmatrix}
\]

is of size \( 2N \times 1 \) and the covariance matrix

\[
\Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}
\]

is of size \( 2N \times 2N \).

In the following, the CRB on the performance of the estimation of vector parameter \( \theta \) is obtained by finding the expression for the Fisher Information (FI) matrix and inverting it. The details of the FI derivation can be found in Appendix A. The FI matrix is a \((2L+1) \times (2L+1)\) size block matrix with the following structure:

\[
FI^{ua}_{\text{cp}}(\theta) = \begin{bmatrix} J_{11} & J_{12} & J_{13} \\ J_{21} & J_{22} & J_{23} \\ J_{31} & J_{32} & J_{33} \end{bmatrix},
\]

where \( J_{11} \) is a scalar corresponding to scalar parameter \( \tau \), \( J_{12} \) and \( J_{13} \) are \( 1 \times L \) vectors, corresponding to \( L \times 1 \) vector parameters \( b_r \) and \( b_c \), respectively. \( J_{21} \) and \( J_{31} \) are the transposes of \( J_{12} \) and \( J_{13} \), respectively and \( J_{22} \), \( J_{23} \), \( J_{32} \) and \( J_{33} \) are matrices of size \( L \times L \). The equivalent FI for the delay parameter \( \tau \) can be obtained using the Schur complement as:

\[
FI^{ua}_{\text{cp}}(\tau) = J_{11} - J_{12} J_{32}^{-1} J_{13},
\]

which from the CRB for the delay parameter is obtained as \( \text{CRB}^{ua}_{\text{cp}}(\tau) = FI^{ua}_{\text{cp}}(\tau)^{-1} \).

B. Known Amplitudes \( b_r \) and \( b_c \)

When the amplitudes \( b_r \) and \( b_c \) are assumed known, the only parameter to be estimated is the delay \( \tau \). In this case the FI for delay \( \tau \) is obtained as:

\[
FI^{ka}_{\text{cp}}(\tau) = J_{11},
\]

and consequently \( \text{CRB}^{ka}_{\text{cp}}(\tau) = J_{11}^{-1} \). Superscript \( \text{ka} \) stands for known amplitudes.

C. Simplifying Assumptions

In this section few simplifications are provided based on the assumptions on the measurements errors \( \nu_r^F \) and \( \nu_c^F \). In particular, the cases where the radar or the communications return respectively is stronger are considered.

1. Stronger radar return: In this more common case, the error in the measurements are \( \nu_r^F = e^F \) and \( \nu_c^F = e^F + n^F \) in discrete frequency domain. It is assumed that the reconstruction error is independent of the noise [29]. Similar to [33], the reconstruction error and the noise can be assumed to be random variables following a Gaussian distribution with zero mean and variances \( \sigma_v^2 \) and \( \sigma_n^2 \) respectively. Under such assumptions it can be calculated that \( \Sigma_{11} = \Sigma_{12} = \Sigma_{21} = \sigma_v^2 I \) and \( \Sigma_{22} = (\sigma_v^2 + \sigma_n^2) I \) and, using the Schur complement, \( V_{11} = \frac{\sigma_v^2 + \sigma_n^2}{\sigma_v^2} I \), \( V_{12} = V_{21} = -\frac{1}{\sigma_v^2} I \) and \( V_{22} = \frac{1}{\sigma_v^2} I \), with \( I \) the identity matrix of size \( N \). Consequently, terms in (43) can be simplified accordingly.

2. Stronger communications return: In this case, the error in the measurements are \( \nu_r^F = e^F \) and \( \nu_c^F = e^F + n^F \) in discrete frequency domain. Similarly to the case when the radar return is stronger, it can be calculated that \( \Sigma_{11} = (\sigma_c^2 + \sigma_n^2) I \) and \( \Sigma_{12} = \Sigma_{21} = \Sigma_{22} = \sigma_c^2 I \) and, using the Schur complement, \( V_{11} = \frac{1}{\sigma_c^2} I \), \( V_{12} = V_{21} = -\frac{1}{\sigma_c^2} I \) and \( V_{22} = \frac{\sigma_c^2 + \sigma_n^2}{\sigma_c^2} I \).

D. Radar-only Case

For comparison with the previous derived CRBs, the case where the radar operates alone is also considered. This corresponds to the case when the radar does not exploit the communications signal. Two CRBs for the radar only case are presented, for the case when the amplitudes \( b_r \) are unknown and known respectively. The radar-only case corresponds to the measurements model in (16) containing only \( y_r^F \).

This measurements vector follows a complex Gaussian distribution \( y^F \sim \mathcal{CN}(m(\theta), \Sigma) \), where the mean \( m(\theta) = RA_r b_r \) is of size \( N \times 1 \) and the covariance matrix \( \Sigma \) is of size \( N \times N \).

When the amplitudes \( b_r \) are unknown, the \( (L + 1) \times 1 \) vector of parameters to be estimated is \( \theta = [\tau \ b_r^T]^T \) and the FI matrix is a \((L+1) \times (L+1)\) size block matrix with the following structure:

\[
FI^{ro}_{\text{cp}}(\theta) = \begin{bmatrix} J_{10} & J_{12} \\ J_{20} & J_{22} \end{bmatrix},
\]

with each element presented in Appendix B. The equivalent FI for the delay parameter \( \tau \) is obtained as:

\[
FI^{ro}_{\text{cp}}(\tau) = J_{11} - J_{12} (J_{22})^{-1} J_{21},
\]

Consequently \( \text{CRB}^{ro}_{\text{cp}}(\tau) = FI^{ro}_{\text{cp}}(\tau)^{-1} \). The subscript \( \text{ro} \) stands for radar-only.

When the amplitudes \( b_r \) are known, the FI for the delay parameter \( \tau \) is obtained as:

\[
FI^{ka}_{\text{cp}}(\tau) = J_{11},
\]

and consequently \( \text{CRB}^{ka}_{\text{cp}}(\tau) = J_{11}^{-1} \). Similar to the cooperative case, simplifying assumptions can be made. For example, when the noise of the measurement is zero-mean Gaussian with variance \( \sigma_v^2 \), the covariance matrix is \( \Sigma = \sigma_v^2 I \) and its inverse \( \Sigma^{-1} = \frac{1}{\sigma_v^2} I \).

In Fig. 3 it is illustrated a comparison between the CRBs for delay parameter \( \tau \) in the cooperative and radar-only case,
as well as known and unknown target channels amplitudes. It can be observed that the CRBs can be grouped in two: one for known and one for unknown target channel amplitudes. Also, the following relations can be established:

$$\text{CRB}_{cp}^{ua} \geq \text{CRB}_{cp}^{ka} \quad \text{and} \quad \text{CRB}_{ro}^{ua} \geq \text{CRB}_{cp}^{ua},$$

(25)

Figure 3. Square root of CRB for the cooperative and the radar-only cases with and without known amplitudes. For the cooperative case it is considered the SNR$_{com} = 6$ dB, which is visible on the CRB plots for the cooperative case as the point where SIC removes first the communications and then the radar return and $\Sigma$ changes. As the CRBs are lower, it is always beneficial to use cooperation and communications signal. Also, when the channel amplitudes are estimated, the estimation performance is degraded compared to the case when the channel amplitudes are known.

IV. WAVEFORM OPTIMIZATION

The goal is to find the optimum radar waveform that maximizes the FI or minimizes the CRB for estimating target parameters. In this paper the delay parameter $\tau$ is considered. The optimization is done by adjusting the transmitted radar power on each subcarrier. The communications signal is not optimized or altered in any way.

The most general form of CRB derived in this paper for the cooperative scenario, when the amplitudes $b_r$ and $b_c$ are unknown, is considered for the objective function of the following waveform optimization problems. This corresponds to the FI given in (23), under the assumption that the reconstruction error and the noise are independent and follow a zero mean Gaussian distribution with variances $\sigma_r^2$ and $\sigma_n^2$ respectively. As mentioned in Section III-C, these assumptions provide some simplifications to the formulations in (43). The objective function to be minimized is $\text{CRB}_{cp}^{ua}(\tau) = \text{FI}_{cp}^{ua}(\tau)^{-1}$. Consequently, the constrained optimization problem can be stated as follows:

$$\begin{align*}
\text{minimize} & \quad \text{CRB}_{cp}^{ua} \\
\text{subject to} & \quad (f_r + f_c)^T f_r \leq P_T \\
& \quad (f_c)^T f_r \leq u,
\end{align*}$$

(26)

where $P_T$ is the maximum allowed transmitted radar power and $u$ is the vector containing the maximum transmitted power on each subcarrier. The latter constraint is due to the desired data rate for the communications users. This desired data rate translates to a minimum SINR and consequently a maximum interference at the communications receiver. In order to limit the radar interference for the communications user a limit on the radar power per subcarrier is needed (which is given by $u$).

An example of how vector $u$ can be obtained from a minimum data rate for the communications user is presented for example in [17]. In particular, for the assumptions considered in [17], the constraint on the desired rate of each channel for a given data transmission inside the communications system is formulated as:

$$\log \left( 1 + \frac{|c_r[k]|^2 \sigma_r^2[k]}{|f_r[k]|^2 \sigma_r^2[k] + \sigma_n^2} \right) \geq t[k],$$

where $|c_r[k]|^2$ and $|f_r[k]|^2$ are the powers of the radar and the communications signals, respectively, for the $k$th subcarrier. $\sigma_r^2[k], \sigma_r^2[k]$ and $\sigma_n^2$ are the gain of the communications channel inside the cell and the gain of the channel on which the radar signal arrives at the communications receiver reflected off the target and the power of the noise at the communications receiver, respectively, for the $k$th subcarrier. $t[k]$ is the desired communications rate on $k$th subcarrier. Clearly the SINR at the communications receiver plays a key role as the desired rate is expressed as $\log(1 + \text{SINR})$. Consequently, the communications system senses the interference level and feeds back to the radar a power constraint per subcarrier such that it can maintain a desirable quality of service for its users. The elements of vector $u$ can be obtained as:

$$u[k] = \frac{1}{\sigma_r^2[k]} \left[ \frac{|c_r[k]|^2 \sigma_r^2[k]}{\exp(t[k]) - 1} - \sigma_n^2[k] \right].$$

(27)

Even though some simplifications to $\text{CRB}_{cp}^{ua}$ are possible, as stated in the beginning of this section, the optimization problem in (26) is non-convex and can not be solved in a closed form. However, a local solution can be provided by solving the problem numerically using the $\text{fmincon}$ function in Matlab. An interior point algorithm may be used, with the power constraints in (26) introduced as nonlinear constraints. This numerical method does not guarantee a global optimum is obtained. Nevertheless, it is shown that even with this suboptimal solution the radar system can benefit from the cooperation with the communications system by improving its estimation error, namely the RMSE.

It is known that the unconstrained waveform optimization (in particular optimizing power allocation over subcarriers) based on the CRB does not provide practically realizable waveforms [46]–[48]. This is due to the fact that, in a frequency flat channel gain case, CRB is minimized when the Gabor bandwidth (also known as RMS or effective bandwidth) is maximized. For the case of an OFDM waveform and a non-frequency flat channel gain case, the objective to be maximized is of the following form:

$$\frac{1}{\sigma_r^2} \sum_{k=-N/2}^{N/2-1} k^2 |g[k]|^2 |r[k]|^2,$$

(28)
where \( k \) is the subcarrier index, \( |g^F[k]|^2 \) is the channel gain on the \( k \)th subcarrier and the maximization is done with respect to the radar power on the \( k \)th subcarrier \( |r^F[k]|^2 \). It is observed from (28) that power is allocated to subcarrier which have a larger combination of gain and index. Although the objective of (26) is more complex than the one in (28), its main terms follow the form of (28). Consequently, (28) provides a good example for how power is allocated in (26). Nevertheless, when maximizing the objective in (26) the subcarrier index is emphasized more than the subcarrier gain in the optimization. Consequently, for a waveform optimized using the formulation in (26) there will be a trade-off between power allocation to the subcarriers on the edge of the spectrum and to the subcarriers where the channel gain is stronger and communications rate constraint is less strict. This is observed in Fig. 4 for two constraints on the total transmitted radar power. The trade-off is better visible when the total transmitted radar power is smaller, as power allocation is more important in a more strictly power-constrained regime rather than power-unconstrained regime (for example the radar can transmit all the time at maximum power).

For the waveform optimization simulations in this paper waveforms with \( N = 32 \) subcarriers and intercarrier spacing \( \Delta f = 200 \text{ kHz} \) are considered. Both the radar and communications target channels are considered to have \( L = 4 \) taps. The tap amplitudes are arbitrarily selected as: \( \mathbf{b}_r = [0.38 + 0.23i \ 1.1 - 0.92i \ -1.5 - 0.31i \ 0.61 + 0.24i]^T \) and \( \mathbf{b}_c = [1.38 + 0.63i \ 1.1 - 0.62i \ -1.6 - 0.91i \ 0.81 + 0.14i]^T \). For the communications return it is considered that \( \text{SNR}_{\text{com}} = 6 \text{ dB} \). The total radar power constraint \( P_T \) is chosen as either 8 or 16.

V. Ambiguity of the Optimized Waveforms

It is of importance to consider the ambiguity functions of the optimized waveforms. Waveform optimization based on CRB results in waveforms with high ambiguity. It is demonstrated that by constraining the Subcarrier Power Ratio (SPR) constraint. For all optimizations the total power constraint \( P_T = 16 \). As expected, the SPR constraint forces a more uniform power allocation over subcarriers.
where $N$ is the number of subcarriers. Consequently, for a maximum allowed SPR, the power on the $k$th subcarrier needs to satisfy the following condition:

$$|r^F[k]|^2 \leq \frac{1}{N} ||r^F||^2 \text{SPR}_{\text{max}},$$  \quad (30)$$

where $\text{SPR}_{\text{max}}$ is the maximum allowed SPR. Thus, the optimization problem incorporating this constraint is:

$$\begin{align*}
&\text{minimize} & & \text{CRB}_{\text{opt}}^{\text{SPR}} \\
&s.t. & & (r^F)^H r^F \leq P_T \\
& & & (r^F)^* \odot r^F \preceq \mathbf{u} \\
& & & (r^F)^* \odot r^F \preceq \frac{1}{N} ||r^F||^2 \text{SPR}_{\text{max}}.
\end{align*}$$  \quad (31)$$

Similar to the optimization problem in (26), this problem can be solved numerically using $\text{fmincon}$ in Matlab.

In Fig. 5 a comparison between optimized power allocations using different SPR constraints of 1 dB and 2 dB is presented. It is observed that, as expected, the SPR constraint forces a more uniform power allocation over the subcarriers in comparison to the optimized power allocation presented in Fig. 4b.

The ideal ambiguity function has a thumbtack shape. The delay domain ambiguity of optimized radar waveforms is compared by analyzing the autocorrelation function plots for these waveforms. In Fig. 6 the autocorrelation plots for the waveforms optimized using SPR constraints are shown in comparison with the one optimized without the SPR constraint. All waveforms considered for Fig. 6 are optimized for a maximum total transmitted power of $P_T = 16$ and the same set of randomly chosen $N$ phases between 0 and $2\pi$ for each subcarrier is considered for the autocorrelation plots.

VI. ESTIMATION PERFORMANCE

The goal for the waveform optimization proposed in this paper is to obtain a waveform that improves the time delay estimation. The estimation error, obtained using the optimized waveforms in Section V for the case of unknown channel amplitudes and an SPR constraint of 1 dB, is evaluated and compared with the one achieved by a waveform optimized for maximizing the received SNR. It is shown that the estimation error of the latter is larger than the error for the optimized waveforms proposed in this paper. Also, the estimation error for the cooperative and radar-only cases is compared and the benefit of exploiting the communications signal in a passive manner is shown. The RMSE is used to compare the estimation errors. A single radar channel realization is used in the simulations as an illustrative example on how channel quality plays a role in optimization, however extensive simulations for many different channel realizations have not been studied.

The joint density of the measurements in (16), given the assumptions in this paper, is:

$$f(y; \theta) = \frac{1}{\pi \det(\Sigma)} \exp \left( -\frac{1}{2} (y - m)^H \Sigma^{-1} (y - m) \right),$$

(32)$$

where $\det(\Sigma)$ is the determinant of $\Sigma$ and the corresponding log likelihood function is:

$$l(y; \theta) = -\ln(\pi \det(\Sigma)) - (y - m)^H \Sigma^{-1} (y - m).$$

(33)$$

The maximum likelihood estimate (MLE) for $\tau$ can be obtained as:

$$\hat{\tau}_{\text{ML}} = \arg \max_{\tau} l(y; \tau),$$

(34)$$

assuming that the amplitudes are already estimated or assumed known. The negative of the log likelihood function, after ignoring the terms that do not depend on $\tau$, can be written as:

$$L(y; \tau) = (y_r - m_r(\tau))^H V_{11} (y_r - m_r(\tau)) + 2\Re \{ (y_r - m_r(\tau))^H V_{12} (y_c - m_c(\tau)) \} + (y_c - m_c(\tau))^H V_{22} (y_c - m_c(\tau)), $$

(35)$$

where $m_r(\tau) = \mathbf{R} A_r(\tau) \mathbf{b}_r$ and $m_c(\tau) = \mathbf{C} A_c(\tau) \mathbf{b}_c$. Consequently, the estimate of the time delay is obtained as:

$$\hat{\tau} = \arg \min_{\tau} L(y; \tau).$$

(36)$$

Finding the exact time delay estimate in (36) is not trivial, thus a grid search if performed to obtain $\hat{\tau}$ from its discrete-time model $\tau_m = m \frac{1}{M \Delta T}, \quad m = 1 \ldots M$.

For the estimation performance simulations performed in this paper, a number of $M = 96$ discrete bins are chosen for the discretized delay $\tau_m$ and number of 10000 noise realizations are considered. The simulation results are presented in Fig. 7 and Fig. 8. In Fig. 7 the strength of the communications return is kept constant for $\text{SNR}_{\text{com}} = 6$ dB. As SIC is employed such that it removes the strongest component first, in Fig. 7a the communications return is removed first, while in Fig. 7b the radar return is removed first. As mentioned in Section II-A, the covariance matrix of the measurements is not the same in both cases, thus the choice to present the
results in two different figures, rather than one figure as it is commonly done in traditional radar literature. In both Fig. 7a and Fig. 7b it is observed that the estimation performance is improved in the cooperative case versus the radar-only case. Also, the waveform optimization based on the CRB provides a waveform with improved estimation performance versus a waveform optimized to maximize the receiver SNR. As the time delay estimator implemented for the performed simulations is based on a grid search, the impact of the grid resolution on the RMSE performance is observed in Fig. 7b. In the high SNR regime the RMSE hits an error floor and does not decrease anymore. In this paper the focus is in emphasizing the benefit of the proposed waveform optimization and the exploitation of the communications signal in a passive manner, thus the performance of the actual estimator is not of concern. In Fig. 8 it is shown the improvement in estimation performance as the strength of the communications return is increased. Again, the limitation of the implemented estimator is observed in Fig. 8 as well.

VII. CONCLUSIONS

This paper addresses the problem of waveform optimization for target parameter estimation task in a cooperative scenario between radar and communications systems positioned in different locations. The radar model is cognitive in a sense that it takes into account the target channel gains in the optimization. Fisher Information (FI) and Cramér-Rao Bound (CRB) are analytically derived and radar waveform optimization based on FI and CRB is proposed. The RMSE of the time delay estimation using the optimized radar waveforms is provided in simulation results and compared with the RMSE of a waveform optimized such that the receiver SNR is maximized. This work shows that the radar waveform can be optimized with the objective of maximizing FI or minimizing CRB in a cooperative scenario with communications systems. Although the objective function is non-convex, a local solution can be provided using numerical optimization. The optimization solutions reveal the trade-off between power allocation based on the channel gain and maximizing the Gabor bandwidth. The latter forces the energy to be allocated at the edges of the spectrum.

Finally, it is demonstrated that, using an additional constraint on the SPR, the power is distributed more evenly over subcarriers and at the same time the ambiguities in the delay domain are reduced. It is also demonstrated that CRB-based radar waveform optimization and exploiting the communications signal in a passive way can improve the estimation performance.
APPENDIX A

Details of the FI derivations for the cooperative case with unknown amplitudes $b_1$ and $b_2$ are provided in the following. For the considered case, the general FI expression for the complex Gaussian density function presented in [49] can be used, where each element in the FI matrix is obtained as:

$$[\text{FI}(\theta)]_{p,q} = 2\Re \left\{ \frac{\partial m^H(\theta)}{\partial \theta_p} \Sigma^{-1} \frac{\partial m(\theta)}{\partial \theta_q} \right\}, \quad (37)$$

where $\theta_p$ and $\theta_q$ are the $p$th and $q$th elements in parameter vector $\theta$, with $p,q = 1, \ldots, 2L+1$ and $L$ the number of channel taps. As mentioned already in Section III-A, the FI matrix is a $(2L+1) \times (2L+1)$ size block matrix with the following structure:

$$\text{FI}^{u\theta}_{\text{cp}}(\theta) = \begin{bmatrix} J_{11} & J_{12} & J_{13} \\ J_{21} & J_{22} & J_{23} \\ J_{31} & J_{32} & J_{33} \end{bmatrix}. \quad (38)$$

It is observed from (37) FI can be computed in blocks for different parameters. Thus, the vector of parameters $\theta = [\tau^T \ b_1^T \ b_2^T]^T$ can be split in $\tau$ and $b = [b_1^T \ b_2^T]^T$ and it can be obtained that:

$$\frac{\partial m(\theta)}{\partial \tau} = \frac{\partial}{\partial \tau} \begin{bmatrix} \text{RA}_1, b_r \\ \text{CA}_1, b_c \end{bmatrix} = \begin{bmatrix} (−j2\pi\Delta f)\text{RA}_1, b_r \\ (−j\pi\Delta f)\text{CA}_1, b_c \end{bmatrix},$$

(39)

of size $2N \times 1$, and

$$\frac{\partial m(\theta)}{\partial b} = \frac{\partial}{\partial b} \begin{bmatrix} \text{RA}_1, b_r \\ \text{CA}_1, b_c \end{bmatrix} = \begin{bmatrix} \text{RA}_1, 0 \\ 0 \text{ CA}_1 \end{bmatrix},$$

(40)

of size $2N \times 2L$, with $0$ the size $N \times N$ matrix with all elements $0$. The different blocks of the FI matrix in (38) can then be obtained as follows:

$$J_{11} = 2\Re \left\{ \left( \frac{\partial m(\theta)}{\partial \tau} \right)^H \Sigma^{-1} \frac{\partial m(\theta)}{\partial \tau} \right\}, \quad (41a)$$

$$J_{12} = J_{13} = 2\Re \left\{ \left( \frac{\partial m(\theta)}{\partial \tau} \right)^H \Sigma^{-1} \frac{\partial m(\theta)}{\partial b} \right\}, \quad (41b)$$

$$J_{21} = 2\Re \left\{ \left( \frac{\partial m(\theta)}{\partial b} \right)^H \Sigma^{-1} \frac{\partial m(\theta)}{\partial \tau} \right\}, \quad (41c)$$

$$J_{22} = 2\Re \left\{ \left( \frac{\partial m(\theta)}{\partial b} \right)^H \Sigma^{-1} \frac{\partial m(\theta)}{\partial b} \right\}, \quad (41d)$$

each of size $1 \times 1$, $1 \times 2L$, $2L \times 1$ and $2L \times 2L$ respectively. Applying the results in (39) and (40) to (41) and using the notation

$$\Sigma^{-1} = \begin{bmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{bmatrix}, \quad (42)$$

were each block is of size $N \times N$, the block elements of the FI matrix are obtained as follows:

$$J_{11} = 2\Re \left\{ (2\pi\Delta f)^2 b_r^H A_r^H DR^H \left( V_{11} \text{RA}_1, b_r + \frac{1}{2} V_{12} \text{CDA}_1, b_c \right) \right\}, \quad (43a)$$

$$J_{12} = 2\Re \left\{ j2\pi\Delta f b_r^H A_r^H DR^H V_{11} \text{RA}_1, b_r + \frac{1}{2} b_r^H A_r^H DC^H V_{21} \text{RA}_1, b_r \right\},$$

$$J_{13} = 2\Re \left\{ j2\pi\Delta f b_r^H A_r^H DR^H \left( V_{11} \text{CDA}_1, b_c + \frac{1}{2} V_{12} \text{CDA}_1, b_c \right) \right\},$$

$$J_{22} = 2\Re \left\{ A_r^H R^H \left( V_{11} \text{RA}_1, b_r \right) \right\}, \quad (43d)$$

$$J_{23} = 2\Re \left\{ A_r^H C^H V_{21} \text{RA}_1, b_r \right\}, \quad (43e)$$

$$J_{32} = 2\Re \left\{ A_r^H C^H V_{21} \text{CDA}_1, b_c \right\}, \quad (43f)$$

$$J_{33} = 2\Re \left\{ A_r^H C^H V_{22} \text{CDA}_1, b_c \right\}, \quad (43g)$$

$$J_{21} = J_{12}^T, \quad (43h)$$

$$J_{31} = J_{33}^T, \quad (43i)$$

where $D = \text{diag}\{-N/2, \ldots, N/2-1\}$.

APPENDIX B

For the radar-only case with unknown amplitudes $b_r$ similar derivations are employed as for the cooperative case with unknown amplitudes presented in Appendix A. The terms corresponding to the communications channel amplitudes $b_c$ are now eliminated from both $\theta$ and the FI matrix. As mentioned already in Section III-D, in this case the FI matrix is a $(L + 1) \times (L + 1)$ size block matrix with the following structure:

$$\text{FI}^{u\theta}_{\text{ro}}(\theta) = \begin{bmatrix} J_{11}^{\text{ro}} & J_{12}^{\text{ro}} \\ J_{21}^{\text{ro}} & J_{22}^{\text{ro}} \end{bmatrix}. \quad (44)$$

Applying the same procedure as in Appendix A, the block elements of the FI matrix are obtained as follows:

$$J_{11}^{\text{ro}} = 2\Re \left\{ (2\pi\Delta f)^2 b_r^H A_r^H DR^H \Sigma^{-1} \text{RA}_r, b_r \right\}, \quad (45a)$$

$$J_{12}^{\text{ro}} = 2\Re \left\{ j2\pi\Delta f b_r^H A_r^H DR^H \Sigma^{-1} \text{RA}_r \right\}, \quad (45b)$$

$$J_{22}^{\text{ro}} = 2\Re \left\{ A_r^H R^H \Sigma^{-1} \text{RA}_r \right\}, \quad (45c)$$

$$J_{21}^{\text{ro}} = J_{12}^{\text{ro}}^T, \quad (45d)$$

where $D = \text{diag}\{-N/2, \ldots, N/2-1\}$.
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