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Abstract: This study suggests a model to include a solar power system or photovoltaic system (PV) in the control of frequency by taking into account a percentage of the PV power production for back-up reserve. This is done by investigating two scenarios: PV contribution in (1) initial primary frequency control and (2) entire primary frequency control. As explained in section three, 10% power of the PV modules which receive more than 400 w/m² irradiation is allocated for the power reserve. The power generation of photovoltaic systems depends largely on weather conditions which makes their output power associated with some degree of uncertainty. For this reason, in this paper, a PV system is considered along with conventional hydro and thermal units and they are modeled in MATLAB/Simulink (version 9.3, MathWorks, Natick, MA, USA) with the purpose of exploring the behavior of the intended method. In the next phase, for further studies, this system is extended to multi-area power systems including gas turbines. The results of the simulation demonstrated that the photovoltaic involvement in the control of frequency can successfully amend the frequency of the overall network. Not only it can decrease the overshoot and undershoot of the frequency response, it has the ability to improve the settling time as well, which helps the system reach the steady state easily and in shorter time. Specifically, the overshoot has reached nearly zero in both one area and two area systems and undershoot has declined up to 60% and 50% in the one area and two-area system, respectively. Considering settling time, while it had a negligible improvement in the one area system, it showed a remarkable enhancement in the two-area system, which improved from about 25 s to 6 s by using the proposed method.
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1. Introduction

The disparity amongst the load demand and the generated power in power grids is a cause of variations of frequency and power interchange among distinct parts. The load frequency control (LFC) is usually recognized as a solution for the phenomenon of imbalance in the active power of the power grid [1]. Generally, LFC acts to retrieve the frequency of the system and the exchanging power to their projected value [2,3]. Recently, the power system has increased in size and complexity which imposes the requirement for intelligent control systems to manage a diverse range of energy resources, including the flourishing renewable energies. The solar energy harnessed through PV
systems is becoming one of the most advantageous renewable energy resources (RERs) thanks to benefits such as being abundant, environmentally friendly, having modular structure, having a low cost of operation and maintenance, and an absence of noise which makes it a fitting technology for urban areas. However, the uncertainty due to the variability in their power generation is causing an increased mismatch between the generated power and the load. This property results in continuous deviations from the nominal frequency, so a more effective frequency control in the service is required [4,5]. Moreover, maximum power point tracking algorithms are typically used by PV systems with the aim of generating the highest probable power in situations where PV systems are connected to the grid. Such a feature is quite useful for exploiting the most out of the resources. However, it does not seem to be very effective for the control of the frequency or load tracking, particularly in microgrids. Such a condition could be even less desirable in microgrids comprised of mixed types of resources of renewable energy, leading to a situation in which ancillary regulation is required [6,7]. On that basis, and with the constant growing inclusion of PVs into the grid, it will be vital for these systems to deliver a certain level of support to the system stability, as has been traditionally provided by conventional rotating generators.

This subject has attracted the attention of many researchers. An energy regulation approach using an adaptive droop control methodology is offered in Ref. [8] for a PV–battery hybrid unit in a case study where the microgrid was isolated from the main grid. This hybrid system is configured to share the load demand with other generation units and store any extra generated power in the battery. In Ref. [9], a decentralized power management method is suggested in a PV-battery system which is installed in a droop-based controlled micro grid using the suggested multi-segment P/f representative bends for each system regardless of the internal communication and the central management algorithm. With the intention of reaching a balance for the power in the microgrid, the battery’s state of charge (SoC) and the accessible PV power are used to adjust these curves, locally and in real time, and coordinating the operation of such types of units independently. Although batteries facilitate renewable integration into grids, the capital and maintenance costs for battery energy storage (ES) is a challenge for large-scale PV system deployment. In Ref. [10], a numerical model is presented to have a better analysis of the PV performance. This study could lead to higher efficiency and longer lifetime besides enhancing the generated power forecast. Authors in Ref. [11] suggest a predictive PV control methodology with the aim of controlling the active power rapidly and precisely. The main contribution of this work is reducing frequency contingency events without using energy storage system. In Ref. [12], an adaptive-predictor-corrector-based tracking algorithm is suggested for a smart energy management system which is able to regulate the frequency without needing any storage system. This method is applied on a microgrid consisting of a diesel generator, PV array, and a fuel cell. In Ref. [13], a decentralized energy management approach based on a droop control is suggested for a hybrid PV and battery to make the PV system follow power and voltage references. In order to investigate the performance of the recommended system, a 3.5 kVA microgrid is considered for experimental purposes. In Ref. [14], a hybrid microgrid consisting of a PV system, hydro power, and a battery is considered for study and then frequency and voltage regulation are done by means of a bidirectional DC–DC converter. This is possible by absorbing the fluctuation of load demand by battery and regulating the DC bus voltage. Reference [15] investigated the frequency regulation issue in a medium-range voltage distribution network which is highly penetrated by the PV system. This is done by smart inverters which imitate the governor behavior in the traditional synchronous generators and don’t need any communication link. The proposed scheme in Ref. [16] presents decentralized active and reactive power control in a grid-tied smart PV inverter system while considering a power grid with a high penetration of PV. However, the requirement for communication infrastructure makes it a bit less desirable due to imposing additional cost on the whole system. In Ref. [17], the authors propose an online calculation method to enable PV work at a de-loaded margin in order to contribute to the frequency control of an isolated power network. The amount of de-loaded margin is adjustable, which determines the capacity for power reservation. The greater de-loaded margin results in a greater capability for frequency regulation but reduces the economic operation which occurs at the maximum power point of PV systems.
Allowing the PV to control active power by considering the maximum power tracking was an approach proposed in Ref. [18]. This active power control is performed by putting the voltage PV reference (VPV, ref) far from the voltage of MPP which is indicated by VMPP. In Ref. [19], a big PV-diesel system is considered and frequency control based on a fuzzy technique is presented for it. The power reference for a battery-PV inverter is specified by means of fuzzy reasoning that needs three items as input, including change of insolation, the medium of insolation, and frequency deviation. This method provides a decent control scheme, however, implementing and using a fuzzy logic controller has its own complexity where there is a need to define new fuzzy reasoning for any change in the system, such as increasing the PV power. In Ref. [20] a minimal-order observer-based control technique is suggested for a several PV systems in order to decrease frequency deviation. Two subsequent steps are needed to find the set points of the PV’s power. However, the practical implementation of the suggested control system is difficult and needs a rapid communication system, a data collection center, and a central control section.

Multiple PVs and controllable loads under a centralized control method formed a virtual power plant (VPP) in Ref. [21]. The demand of the controllable loads and the PV systems’ power output are organized by resolving a mixed integer programming (MIP) problem to flexibly adjust the VPP power production. Nevertheless, this methodology suffers from high complexity and by being time-consuming and may lead to failure since it uses two iterative algorithms, one depending on the other. In Ref. [22] a pseudo power point tracking method is introduced to provide a functionality of frequency regulation for PV systems. Through such a method, the raw produced power of the PV panel is traced by utilizing different processes embedded within an maximum power point (MPP) controller. For the true MPP, a Perturb and Observe algorithm is utilized and for the pseudo MPP, the open-circuit voltage algorithm is used. The Perturb and Observe algorithm is not very accurate and can fail under rapidly changing atmospheric conditions. In addition, the paper does not address how to specify constantly changing VOC while the system is in operation.

In this work, a novel regulation method is offered for PV systems in order to assist the control of frequency by reserving a portion of the produced power and allocating it to the frequency support. Initially, the maximum power is assessed through the means of an algorithm that uses particle swarm optimization (PSO) [19]. Consequently, a share of the aforementioned power is calculated and committed to the power reserve in order to be supplied into the grid whenever it is needed. Generally, connecting PVs that have strong power generation introduces pronounced technical challenges for the power grid since its intrinsic intermittent and fluctuant output characteristics will require an increase in the allocation of the spinning reserve by different non-renewable power generation resources. However, the main contribution while utilizing the proposed method is that the power reserve required by the system could be broadly decreased and it could also reduce the overall pressure on the conventional units of power generation and the capital and operation costs of the entire system. In addition, if used in an islanded microgrid, such a method could increase the stability and could efficiently mitigate the need for ES devices.

The rest of this paper is organized as follows. The description of the system under study is presented in Section 2 and the contribution of the PV system to frequency control is explained in Section 3. Section 4 describes the proposed controller and objective function and contains the simulation result for a one-area power system. The aim of Section 5 is to further study the suggested method by considering two-area power system and evaluating the performance of the proposed approach. Finally, the paper is concluded in Section 6.

2. System under Study

The focus of this work relies on a one-region power network comprising a hydro, thermal, and gas unit combined with a PV system which is shown in Figure 1. A linear model of the entire system for the purpose of LFC study and simulation is illustrated in Figure 2. The model of the hydro and thermal units is deduced from Ref. [23–26], and the model of the PV system with a contribution into the control of the frequency is addressed in Section 3.2.
The contribution factor for every single unit is taken into account separately in order to identify the participation of every individual plant to the whole loading. \( K_{HY}, K_{PV}, \) and \( K_{TH} \) are the hydro, PV, and thermal unit factors of participation, correspondingly. These contribution factors sum to one. In Appendix A, the remaining system parameters can be found.

3. The Contribution of PV in the Control of Frequency

3.1. The Control of Frequency

As a general rule, three subcategories categorize the LFC elements. The primary control (circa a small number of milli-seconds), the secondary control (close to a few seconds), and tertiary control (from a few seconds to some minutes) [27]. Speed control of governor of generators and the inertia response are a part of the primary frequency control. The inertia acts relatively quickly, in less
than half a second, right after immediate first response of the load sharing based on the generation connecting impedance. The difference is considerably more tangible for a frequency response by converters, as considered in this study, due to the fact that these converters mimic real inertia of rotors through variable synthetic inertia which makes them more influential compared to governor’s response [28].

The secondary control level is managed by controllers sitting on top of primary controllers and communicates data in order to allow each generation unit in order to adjust both its active and reactive power in harmony with the rest of online units. This is coordinated based on frequency and voltage setpoint signals sent from secondary controllers through primary controllers [29]. Based on the selected frequency, voltage control methods, and power sharing mechanisms, the setpoints are calculated and communicated with a larger time constant. The rotating generators reach completion of such a process in several seconds, while the control of the frequency based on converters have a generally quick response, typically less than a second. In addition, tertiary control modules usually consist of slow and long-term coordinating algorithms, such as Scheduling.

3.2. Evaluation of PV Contribution for the Control of Frequency

The power-frequency droop control in a typical grid is utilized for controlling the primary and secondary frequency. In this case, the entire systems’ frequency increases as a reaction to the excess power generation or shortage of the load demand and the vice versa [30,31]. For current grids characterized by higher penetration of PVs, the frequency can be compensated with the considered method in cases such as decreasing generation or increasing load that requires reserve power. Employing such a method is useful in at least two of the subsequent scenarios [18].

3.2.1. PV Deployment in Island Microgrids

Uncertainty and stability problems in remote islanded microgrids are caused by the variability of the power generation by RERs, which are incapable to export or import power from the nearby networks [19]. A potential solution is to employ a battery ES along with PV systems [32–34]. However, this means a significant increase in investment and maintenance costs [35]. Utilizing PV systems for frequency regulation allows reducing the size of the required ES device and it can also result in lower charging and recharging cycles of the battery ES [19]. Thus, this allows extension of the life span of the battery ES [36]. A proper allocation of PV capacity to frequency support can eliminate the requirement for the battery energy storage system (BESS) entirely, which reduces overall system cost substantially.

3.2.2. Networks Characterized by High Levels of PV Contribution

In cases in which the PV penetration rises in a large power network, the condition for the frequency regulation being covered by the ancillary service would be higher [37,38]. In these situations, the reserve power of conventional power plants needs to be raised in the grid in order to compensate for the fluctuation of PV systems which results in higher capital and fuel cost and more stress on the generation units.

3.3. Reserve Allocation of PV Modules to Contribute to Frequency Control

Usually, the PV modules are linked to the power system by combining an inverter, a boost converter, and a coupling transformer [39–42]. With the aim of getting the highest possible generated power from the PVs, it is essential to utilize maximum power point tracking (MPPT) algorithms that can achieve the goal by changing the boost converter duty cycle. For obtaining the available maximum power, a particle swarm optimization (PSO)-based algorithm is utilized in this paper [43].
3.3.1. Particle Swarm Optimization

The computational method, PSO, is a stochastic population-based optimization method introduced by Dr. Eberhart and Dr. Kennedy and it draws inspiration from the fish or bird’s social behavior [19]. It was introduced after social behavior investigation of organisms’ movements in a bird flock or fish school and was shaped based on the outcomes. For PSO, every bird has the name of a particle and is represented with a vector that is a potential solution [44,45]. By using this method, the possible solutions in the interior of the search space are randomly selected [46]. Consequently, the particles have a tendency to move in the direction of the best possible solution over the searching process. Considering a group of particles starts from the random vector $X_i = X_{1i}, X_{2i}, X_{3i}, \ldots, X_{ni}$ in a specific range, and the velocity $V_i = V_{1i}, V_{2i}, V_{3i}, \ldots, V_{ni}$ in the range of $[a, a]$ where $a$ is:

$$a = \max(data) - \min(data)$$

(1)

An objective function is established with the purpose of finding if the particle is near or not to the optimal solution. Every particle upholds the two best positions that are occupied. One of the aforementioned particles is $p_{best}$ that $X_i$ has experienced so far and the other is $g_{best}$, representing the best solution practiced by all particles. In addition, the particles’ vectors are updated frequently by Equations (2) and (3) according to Figure 3. The updated population is the particle that is closer to the optimal solution. $w$ controls the speed of the next iteration and it is called the inertia weight. Larger $w$ leads to a more effective global search while smaller $w$ leads to a more efficient local search. $c_1, c_2$ (which are limited between 0 and 2) act as factors that conduct the search to local or social areas. Finally, $r_1, r_2$ represent generated numbers that are distributed uniformly in the range of $[0, 1]$ and the iteration number is given by $t$.

$$V_{i+1}^{t+1} = wV_i^{t} + c_1r_1(p_{best}^{t} - X_i^{t}) + c_2r_2(g_{best}^{t} - X_i^{t})$$

(2)

$$X_{i+1}^{t+1} = X_i^{t} + V_i^{t+1}$$

(3)

This algorithm is quite advantageous due to the fact that is has a great efficiency and it has the capability to perform the MPPT in situations when the sky is partly clouded.

3.3.2. Reserve Allocation for the PVs

Once the assessment of the maximum feasible power for every PV module has been performed, in order to allow a contribution to frequency control, it is necessary to keep a portion of their power as reserve and to allocate it to this goal. In this proposal, 10% of the power generated from every PV
module that receives irradiation greater than 400 W/m² is assigned to the power reserve according to following equations:

\[
P_{Res,PV_i} = \begin{cases} 
0 & \text{irradiation } < 400\text{W/m}^2 \\
P_{mppt,PV_i} \times 10\% & \text{irradiation } \geq 400\text{W/m}^2
\end{cases} \quad (4)
\]

\[
P_{Fra,PV_i} = P_{mppt,PV_i} - P_{Res,PV_i} \quad (5)
\]

\[
P_{Res,PV} = \sum_{i=1}^{n} P_{Res,PV_i} \quad (6)
\]

With the intention of assigning a part of the power generated by PVs into the reserve, it is vital to take into account aspects that have an effect on the PV-generated power. As a consequence, the PV module power relies upon three factors: output current (or voltage), irradiation, and temperature. In cases in which it is assumed that irradiation and temperature are constant, the power of the PV modules can be changed by alternating the PV’s voltage at the output terminal. Initially, the voltage \(V_{mppt}\) at which maximum power \(P_{mppt}\) occurs is quantified by the FSO. Later, reserve power for every module is given by mathematical expression 4 and the modules are required to operate at \(P_{Fra}\) instead of \(P_{mppt}\). Therefore, the converters’ duty cycle of is changed so that \(V_{Fra}\) is achieved as the boost converter’s output voltage instead of \(V_{mppt}\). In this way, whenever it is needed, the PV can raise its power from \(P_{Fra}\) to \(P_{mppt}\) by raising its output voltage from \(V_{Fra}\) to \(V_{mppt}\). The power–voltage curve of a well-known PV module BP MSX 60 (Solar Electric Supply Inc., Scotts Valley, CA, US) is depicted in Figure 4. In case of irradiation identical to 1000 W/m², the module’s maximum power is equal to 60 W and happens at 7.1 V. However, if the module’s voltage is set at 14.6 V, the power of the module ends at 54 W. Consequently, 6 W can be reserved by employing this approach, which is 10% of the generated power. In Figure 4, an example of a PV module with different irradiations over a period of twenty minutes is presented. \(P_{Max}\), \(P_{Fra}\), and \(P_{Res}\) during this period are represented as per unit in Figure 5.

![Figure 4. The Power-Voltage curve of a typical module (BP MSX 60).](image-url)
By observing this figure, 10% of the power produced by the aforementioned PV module will go to the reserve over the same period of twenty minutes.

With the PV modules reacting to the reduction of frequency, in line with Equation (7), their voltages change after identifying the fractional voltage for the ith module \( V_{i,fra} \). \( V_{i,fra} \) is the voltage of the ith module and its power is equal to \( P_{i,fra} \).

\[
V_i = V_{i,fra} - m_i \left( K_{pi} + \frac{K_{ij}}{s} \right) \Delta f
\]  

(7)

where \( V_i \) is the instantaneous voltage of the module. In order to ensure that each module with greater irradiation has a higher contribution to frequency regulation, \( m_i \) is introduced for each module, as stated by Equation (8). \( D_i \) is a weighting factor between 1 and 6 as shown in Figure 6 and Table 1. It is assumed that each module can contribute to frequency control when it experiences irradiation between 400 w/m² to 1000 w/m². In addition, \( K_{pi} \) and \( K_{ij} \) are the gains of the considered PI controller. These gains are obtained by the PSO and the newly amended objective function introduced in Equation (9).

\[
m_i = \frac{D_i}{\sum_{i=1}^{n} D_i}
\]  

(8)

in which \( n \) indicates the number of PV modules.
Table 1. Weighting factor corresponding to different irradiations.

<table>
<thead>
<tr>
<th>Irradiation (w/m²)</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>400–500</td>
<td>1</td>
</tr>
<tr>
<td>500–600</td>
<td>2</td>
</tr>
<tr>
<td>600–700</td>
<td>3</td>
</tr>
<tr>
<td>700–800</td>
<td>4</td>
</tr>
<tr>
<td>800–900</td>
<td>5</td>
</tr>
<tr>
<td>900–1000</td>
<td>6</td>
</tr>
</tbody>
</table>

4. Modeling

With the intention of examining the performance of the suggested method in the control of the frequency, the block diagram from Figure 1, which has no ancillary control for the PV to assist, is altered to the one presented in Figure 7 by considering a reserving of PV power. $K_{PV}$, $K_{TH}$, and $K_{HY}$ are set to 30%, 50%, and 20%, respectively. Additionally, it is supposed that the PV generation section comprises the same PVs which receive 1000, 750, 550 w/m² radiation. Appendix A contains all the necessary parameters.

With the intention of reaching the best possible goals, such as a fast settling time, lower overshoot, and a lower level of error in the steady state condition in system response, a new objective function is used in this study. The conventional integral time absolute error (ITAE) is utilized as the objective in several previous analyses [3]. The advantage of ITAE is that it can decrease the settling time even though it is incapable of reducing the overshoot. Consequently, a novel objective function, represented by (9), is utilized to identify $K_{pi}$ and $K_{i}$ for the PV controller. This function is capable of decreasing the overshoot of the response of the system and the settling time.

$$J_{modified} = w_1 \left[ \int_0^{t_{sim}} t |\Delta F_i| dt \right] + w_2 [Overshoot(|\Delta F_i|)]$$

where $w_1$ and $w_2$ are weighting factors aiming to achieve a compromise between the lower overshoot and the higher settling time, or vice versa. The simulation time is represented by $t_{sim}$, $Overshoot$ is the overshoot of the response of the system, and $\Delta F_i$ is the frequency deviation from the steady state condition.

4.1. Simulation Analysis

For the purpose of analyzing the system frequency under the suggested approach, a step load increase of about 1% is applied to the proposed system and the simulations are made under 2 scenarios. The first scenario is the contribution of the PV system in the initial response of the primary frequency regulation. In addition, the second scenario considers the contribution of the PV system throughout the entire primary frequency control.

4.2. PV System Involvement in Initial Response of Primary Frequency Control

With the aim of PV contribution to the initial response of primary frequency control, the value of the $K_i$ in the PI controller, as expressed by Equation (7), has to be zero and the controller should have $K_p$. The simulation results are shown in Figure 8 by applying the step load increase. The PVs’ voltage variation can be observed in Figure 8a. From the aforementioned figure it can be deduced that the PV voltage increases in line with Equation (7) and then returns to its previous state. Such changes result in the variation of the PV-produced power, as shown in Figure 8b.

Figure 8c presents the variation of PV ($P_{pv1} + P_{pv2} + P_{pv3}$), thermal, and hydro stations. It is clear that the variation in the power of hydro and thermal units diminished remarkably due to the
contribution of the PV in the control of frequency, which results in a lower amount stress on such units. Furthermore, as shown in Figure 8c, PVs can respond quicker compared to thermal and hydro units.

Including PV generation in the frequency control considerably corrects the system frequency as can be observed in Figure 8d. By utilizing the newly amended objective for the optimal specification of the PI controller’s parameters, mitigation of the frequency overshoot was achieved.

4.3. PV System Involvement throughout Entire Primary Frequency Control

Due to the PV contribution in the entire range of primary frequency control, the PV systems’ PI controller has both $K_p$ and $K_i$. The outcomes of this simulation can be observed in Figure 9. The PVs’ variation can be witnessed and further verified in Figure 9a. By analyzing the aforementioned Figure 9a, the voltage of the PVs rises as stipulated by Equation (7), and subsequently reaches a ceiling at a voltage higher than $V_{FRA}$ of the PVs since it includes PV systems over the entire range of control. Following the changes in the unit’s voltage, the PVs’ power varies as Figure 9b demonstrates. In addition, the power variation of PV ($P_{pv1} + P_{pv2} + P_{pv3}$), hydro, and thermal units is shown in Figure 9c. The variation in the power of the hydro and thermal units remarkably declined due to the PV effect in frequency control. Figure 9c indicates the faster response of the PV systems rather than the hydro and thermal units, a factor which helps the regulation of frequency. Additionally, Figure 9d displays system frequency. The frequency overshoot is correctly eliminated by utilizing an altered objective function. Overall, the participation of PV systems in initial primary control prevents a large frequency drop, whereas, by taking part in the entire primary control, PV systems allow a quicker recovering of frequency.
Figure 8. The response of the system in reply to a 1% rise in step load in the initial response of primary frequency control: (a) Voltage variation of the PV modules; (b) Power variation of the PV modules; (c) Power variation in different units; (d) Frequency of the System.

Figure 9. The response of the system in reply to a 1% rise in step load throughout the entire primary frequency control: (a) Voltage variation of the PV modules; (b) Power variation of the PV modules; (c) Power variation in different units; (d) Frequency of the System.
5. Development to a Two-Area Power System

In order to further gauge the performance of the suggested method, a two-area power system was considered for the next stage of simulations. The two areas are connected by a tie line. Each area consists of hydro, thermal, gas, and PV generation units. The transfer function of the proposed system with PV participation and contribution to frequency control is shown in Figure 10.

![Diagram of the two-area power system]

**Figure 10.** Linear model of the two-area power system.

In this model, it is assumed that the PV unit in each area comprises two identical PV systems that experience 1000 W/m² and 780 W/m² irradiation in power system area 1 and 670 W/m² and 420 W/m².
irradiation in power system area 2. $K_{TH}, K_{HY}, K_G$, and $K_{PV}$ are thermal, hydro, gas, and PV unit factors, respectively, and are considered to be 40%, 25%, 20%, and 15%.

In this case, the proposed controller (PID) is utilized, aimed at secondary frequency control, and its specifications were optimized by the PSO algorithm. In the two-area power system, the suggested objective function is as follows (10):

$$J_{new} = w_1 \left[ \sum_{i=1}^{2} t_{i_{\text{sim}}} \int t_i |\Delta F_i| dt + t_{i_{\text{tie}}} \int t_i |\Delta P_{\text{tie}}| dt \right] + w_2 \left[ \sum_{i=1}^{2} \text{Overshoot}(|\Delta F_i|) + \text{Overshoot}(|\Delta P_{\text{tie}}|) \right] \quad (10)$$

5.1. The Contribution of PV System in the Initial Response of Primary Frequency Control

To only involve the PV systems in the initial part of the primary frequency control, the value of $K_i$ in the proposed PI controllers, as stipulated in Equation (7), is set to zero, and the controllers only have the proportional component ($K_p$). The corresponding simulation outcomes are depicted in Figure 11. The PV powers change as shown in Figure 11a.d. In addition, Figure 11b,e shows the variation of the generation of thermal, hydro, gas, and PV ($P_{pv1} + P_{pv2}$) units in areas 1 and 2. As can be seen, PV systems respond quickly when compared to hydro, gas, and thermal units. Therefore, the involvement of a PV system in the control of the frequency with an altered objective function improves the system frequency significantly (decreases undershoot, overshoot, and settling time) as depicted in Figure 11c for area 1 and Figure 11f for area 2. Furthermore, the variation in the power of the hydro and thermal units due to a frequency event is remarkably decreased, which means placing a lower amount of stress on such types of units.

5.2. The Contribution of the PV System throughout Entire Primary Frequency Control

For contribution of the PV systems across the entire primary frequency control, the suggested PI controllers, as stipulated in Equation (7), are required to have both proportional and integral components “$K_p$ and $K_i$”. The simulation results pertaining to this case are shown in Figure 12. The power of PVs varies as given in Figure 12a for area 1 and Figure 12d for area 2. Furthermore, the variation of PV ($P_{pv1} + P_{pv2}$), hydro, thermal, and gas units are illustrated in Figure 12b,e. Evidently, the variation in the power of the hydro, thermal, and gas units is diminished significantly by PVs’ contribution to frequency control, meaning less stress for these units. Figure 12b,e shows that the PV system’s response is much faster than thermal, hydro, and gas units. Hence, including the PV system in frequency control with a modified objective function based on the controller parameters’ optimization, considerably improves the system’s frequency (the undershoot, overshoot, and settling time decrease) as depicted in Figure 12c for area 1 and Figure 12f for area 2. The PV systems’ primary control avoids excessively steep frequency decreases and the PV systems’ secondary control assists the frequency to recover rapidly and efficiently.

![Figure 11. Cont.](image-url)
Figure 11. The system response to PV contribution in the initial part of primary frequency control with a 1% rise in step load in power system area 1 and a 2% rise in step load in power system area 2: (a) Power variation of the PV modules in area 1; (b) Power variation in different units in area 1; (c) Frequency of the system in area 1; (d) Power variation of the PV modules in area 2; (e) Power variation in different units in area 1; (f) Frequency of the system in area 2.

Figure 12. Cont.
Figure 12. System response to PV contribution in primary frequency control with a 1% rise in step load in power system area 1 and a 2% rise in step load in power system area 2: (a) Power variation of the PV modules in area 1; (b) Power variation in different units in area 1; (c) Frequency of the system in area 1; (d) Power variation of the PV modules in area 2; (e) Power variation in different units in area 1; (f) Frequency of the system in area 2.

6. Conclusions

A new type of model for power reservation in PV systems was proposed in this study by making PV systems contribute to the frequency control. The parameters of the PI controller for the PV system are achieved by the PSO algorithm through an adapted objective function. In order to study the operation and performance of the proposed system, a step load rise was used. The results show that the response of the system visibly improved due to the PVs’ contribution to the control of frequency. More precisely, the amount of overshoot almost reached zero in both one-area and two-area systems. In addition, the amount of undershoot has fallen by up to 60% (from 0.104 to 0.042) and 50% (from 0.118 to 0.06) in one-area and two-area systems, respectively. Regarding settling time, it is clear that it had a negligible enhancement in the one-area system, but it indicated a significant boost in the two-area system, in which it declined from about 25 s to 6 s with the help of the proposed technique. In conclusion, in an island microgrid, the stability of the overall system is improved with the proposed method and the need for...
ES devices is eliminated to a certain extent. The benefits are that in larger grids, it lowers the cost associated with capital investment in the system, and lower fuel consumption is required for the spinning reserve, thus mitigating the stress imposed on the available power plants. Future studies may consider high penetration of PV systems in power grids and investigate the possibility of applying the proposed approach to that situation. In addition, it would be useful to study PV contribution in ancillary services when there are other types of renewable energy, such as wind power, in the grid.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>area control error</td>
</tr>
<tr>
<td>$P_R$</td>
<td>rated capacity of the area, MW</td>
</tr>
<tr>
<td>$f$</td>
<td>nominal system frequency, Hz</td>
</tr>
<tr>
<td>$D$</td>
<td>system damping of area, pu MW/Hz</td>
</tr>
<tr>
<td>$T_{SG}$</td>
<td>speed governor time constant, s</td>
</tr>
<tr>
<td>$T_T$</td>
<td>steam turbine time constant, s</td>
</tr>
<tr>
<td>$T_{PS}$</td>
<td>power system time constant, s</td>
</tr>
<tr>
<td>$K_{TH}$</td>
<td>governor speed regulation parameters of thermal unit</td>
</tr>
<tr>
<td>$K_{HY}$</td>
<td>governor speed regulation parameters of hydro unit Hz/pu MW</td>
</tr>
<tr>
<td>$K_G$</td>
<td>governor speed regulation parameters of gas unit, Hz/pu MW</td>
</tr>
<tr>
<td>$K_{PS}$</td>
<td>power system gain, Hz/pu MW</td>
</tr>
<tr>
<td>$K_R$</td>
<td>steam turbine reheat constant</td>
</tr>
<tr>
<td>$T_R$</td>
<td>steam turbine reheat time constant, s</td>
</tr>
<tr>
<td>$T_W$</td>
<td>nominal starting time of water in penstock, s</td>
</tr>
<tr>
<td>$T_{RS}$</td>
<td>hydro turbine speed governor reset time, s</td>
</tr>
<tr>
<td>$T_{RH}$</td>
<td>hydro turbine speed governor transient droop time constant, s</td>
</tr>
<tr>
<td>$T_{GH}$</td>
<td>hydro turbine speed governor main servo time constant, s</td>
</tr>
<tr>
<td>$X_G$</td>
<td>lead time constant of gas turbine speed governor, s</td>
</tr>
<tr>
<td>$Y_G$</td>
<td>lag time constant of gas turbine speed governor, s</td>
</tr>
<tr>
<td>$c_g$</td>
<td>gas turbine valve positioner</td>
</tr>
<tr>
<td>$b_g$</td>
<td>gas turbine constant of valve positioner, s</td>
</tr>
<tr>
<td>$T_F$</td>
<td>gas turbine fuel time constant, s</td>
</tr>
<tr>
<td>$T_{CR}$</td>
<td>gas turbine combustion reaction time delay, s</td>
</tr>
<tr>
<td>$T_{CD}$</td>
<td>gas turbine compressor discharge volume-time constant, s</td>
</tr>
<tr>
<td>$n$</td>
<td>the number of modules in the PV system</td>
</tr>
<tr>
<td>$P_{mppt,PV_i}$</td>
<td>the maximum power of each module</td>
</tr>
<tr>
<td>$P_{fra,PV_i}$</td>
<td>fractional power of each module</td>
</tr>
<tr>
<td>$P_{Res,PV_i}$</td>
<td>reserve power of each module</td>
</tr>
<tr>
<td>$P_{Res,PV}$</td>
<td>total reserve for all modules</td>
</tr>
</tbody>
</table>
### Appendix

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1 = B_2 = 0.4312 \text{ p.u. MW/Hz}$</td>
<td></td>
</tr>
<tr>
<td>$P_{in} = 2000 \text{ MW}$</td>
<td>$T_{RS} = 5 \text{ s}$</td>
</tr>
<tr>
<td>$P_L = 1840 \text{ MW}$</td>
<td>$T_{RH} = 28.75 \text{ s}$</td>
</tr>
<tr>
<td>$R_{TH} = R_{HY} = R_G = 2.4 \text{ Hz/p.u.}$</td>
<td>$X_C = 0.6 \text{ s}$</td>
</tr>
<tr>
<td>$T_{SG} = 0.08 \text{ s}$</td>
<td>$Y_C = 1 \text{ s}$</td>
</tr>
<tr>
<td>$T_T = 0.3 \text{ s}$</td>
<td>$c_s = 1$</td>
</tr>
<tr>
<td>$K_R = 0.3 \text{ s}$</td>
<td>$b_s = 0.05 \text{ s}$</td>
</tr>
<tr>
<td>$T_K = 10 \text{ s}$</td>
<td>$T_F = 0.23 \text{ s}$</td>
</tr>
<tr>
<td>$K_{PS1} = 68.9566 \text{ Hz/p.u.MW}$</td>
<td>$T_{CR} = 0.01 \text{ s}$</td>
</tr>
<tr>
<td>$K_{PS2} = 68.9566 \text{ Hz/p.u.MW}$</td>
<td>$T_{CD} = 0.2 \text{ s}$</td>
</tr>
<tr>
<td>$T_{PS1} = T_{PS2} = 11.49 \text{ s}$</td>
<td>$K_{DC} = 1$</td>
</tr>
<tr>
<td>$T_{12} = 0.0433 \text{ s}$</td>
<td>$T_{DC} = 0.2 \text{ s}$</td>
</tr>
<tr>
<td>$T_W = 1 \text{ s}$</td>
<td></td>
</tr>
</tbody>
</table>
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