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ABSTRACT

Soil sampling is an important tool to gather information for making proper decisions regarding the fertilization of fields. Depending on the national regulations, the minimum frequency may be once per five years and spatially every ten hectares. For precision farming purposes, this is not sufficient. In precision farming, the challenge is to collect the samples from such regions that are internally consistent while limiting the number of samples required. For this purpose, management zones are used to divide the field into smaller regions. This article presents a novel approach to automatically determine the locations for soil samples based on a soil map created from drone imaging after ploughing, and a wearable augmented reality technology to guide the user to the generated sample points. Finally, the article presents the results of a demonstration carried out in southern Finland.

1. Introduction

Today, most of the agricultural field work is carried out with human driven machines in broadacre farming. Because of intensive farming methods in mechanized agriculture, farmers lack hands-on experience with sensing the condition of the field.

Remote sensing methods have been proposed to help in precision farming to gather data, and with proper analytics the growth during the season can be monitored. More and more satellite imaging data is available during the season. For instance, satellite images from Sentinel-2 satellites are available and provided by European Space Agency (ESA) (Drusch et al., 2012).

Drones, or Unmanned Aerial Vehicles (UAV), or Remotely Piloted Aircraft System (RPAS) are another source for remote sensing. With drones, imaging is possible in cloudy conditions whereas satellite-based imaging is limited in these situations. However, operating with drones requires more effort both in pre-flight phase, flying and the post-processing of images than satellite-based imaging. Nonetheless, with satellites, the resolution unit of images is in meters whereas drone imaging has a higher resolution in centimetre-level. (Matese et al., 2015; Bu et al., 2017)

Augmented Reality (AR) is the technology of superimposing virtual objects upon the real world (Azuma, 1997). The virtual content is not limited to visual objects as AR can be used on other senses as well (Azuma, 1997). The benefit of augmented reality is being able to give a user information that is unavailable to their senses and help them perform real-world tasks (Azuma, 1997). While augmented reality may be most familiar from entertainment games, such as Pokémon GO, the application areas of AR include medicine (Fuchs et al., 1998), tourism (Fritz et al., 2005), manufacturing (Caudell and Mizell, 1992) and robot teleoperation (Milgram and Ballantyne, 1997). Today, Augmented Reality equipment is available in the form of wearable glasses.

During recent years, research on using AR in agriculture has emerged. According to Cupial (2011), AR has several potential application areas in agriculture and in the future, will be an essential tool in precision farming. Santana-Fernández et al. (2010) developed an assisted guidance system for tractors that uses augmented reality with wearable AR technology. As the tractor operates on the field, the parts of the field that have already been treated on are shown in the driver’s view on augmented reality glasses (Santana-Fernández et al., 2010). Another navigation system for tractors was developed by Kaizu and Choi (2012) to enable night time farming. Research also suggests the use of AR in identifying pests (Nigam et al., 2011), plants (Katsaros and Keramopoulos, 2017) and weeds (Vidal and Vidal, 2010) and providing the user relevant information based on the identification. Moreover, de Castro Neto and Cardoso (2013) demonstrated the use of AR in a greenhouse. In addition, Liu et al. (2013) state that AR could be used to simulate the growth of crops and livestock, as well as visualize information and help a user to manage different agricultural tasks. Simulation was demonstrated in a study by Okayama and Miyawaki (2013), where an AR smart garden system was developed to teach precision farming concepts to beginners in farming. The system used wearable augmented reality glasses and instructions and plant growth simulations were shown in the user’s view (Okayama and Miyawaki, 2013).
2013). Okayama and Miyawaki (2013) note that a head-mounted augmented reality device supports farming operations as the user is free to use their hands. Finally, in an application by King et al. (2005), information used for grape production was overlaid against a view of the physical world so that viticulturists could view this information on the grape fields.

In this article, we present a novel concept how to use a drone for soil map colour image acquisition and through automatic segmentation and sampling point selection, the augmented reality glasses guide the farmer to collect the samples representing management zones. For instance, in Finland, the Agri-Environmental Support Programme requires farmers to collect soil samples in a regulated resolution and frequency to receive subsidies (Agency for Rural Affairs Finland, 2018).

The objectives in this article are (a) to study a relevant application of augmented reality in agriculture in practice, (b) to find requirements for drone imaging to acquire valid data for soil mapping, (c) to study the chain of actions to create soil sample points automatically, and (d) to study specific user interface requirements for augmented reality view in the application of assisted soil sampling.

2. Motivation and process chain

2.1. Management zones

A soil map with measured properties is one of the most important data layers when preparing precision farming prescriptions. Even if online soil quality sensors have been developed to measure the soil properties on the fly (Mouazen et al., 2005), the common practice is to collect soil samples and the samples are analysed in a laboratory. For precision farming purposes, the field should be divided into management zones and locations for soil sampling should be selected properly to get information from the zones. Management zones that represent consistent conditions and are similar based on some quantitative measure (Zhang et al., 2002; Fridgen et al., 2004) can be derived from yield maps, satellite images or aerial images or some other measurements. Every soil sample is analysed in a laboratory and the analysis is charged per sample. For this reason, sampling and analysing every square meter of the field would be very expensive and cannot be justified for precision farming purposes. In precision farming, the management zones should be large enough so that the costs of soil sampling and laboratory analysis are lower or equal to the general benefits of precision agriculture, such as additional yield or better quality. In this article, each management zone is a uniform region in the field plot that is considered consistent in properties; thus, separated regions with similar properties are considered separate management zones in this article.

Aerial images representing the soil colour can be acquired every year after primary tillage operation. In no tillage farming, the soil is almost always covered by vegetation or crop residues and the colour of the soil cannot be acquired. However, occasionally a field in no tillage farming is ploughed to smooth the surface and after these rare operations, it is possible to acquire images to detect the soil colour.

2.2. Augmented reality

The purpose of augmented reality in this application is to aid the farmer to collect soil samples. The system should not hinder the performance of this task and should be intuitive to use. Moreover, the role of the application should be guiding the user and they should not be required to operate the software. Therefore, input from the real world to the application should be provided as automatically as possible. In addition, the guidance information should come to the user automatically without any need to search for it. Given these requirements, wearable augmented reality glasses are the obvious choice of hardware, as the virtual content will be in the user’s view and they are free to operate their hands.

A sample representing a management zone contains several sample points that represent the zone. To collect soil from the correct locations, the location of each sample point should be represented to the user. Adding a visual mark to each sample GPS point can be used to illustrate the sites. The state of a sample point must be tracked and represented somehow, as the user must be able to differentiate between already collected and uncollected sample points so that soil is not collected from the same location twice. In addition to the sample point locations, information that supports the operation can be added, such as the amount of already collected samples. However, the user’s view should not be cluttered with a multitude of visual cues. The environment should be visible so that the user can navigate the field safely. The information given by the application should be limited to only the relevant instructions and represented in a way that is easy to perceive. Colours can be used to enhance perception.

Augmented reality is not a common tool and is mostly known from entertainment games. While commercial wearable AR equipment today should be comfortable to wear, users may be reluctant to adopt the new technology (Azuma, 1997). To make the application more approachable and intuitive to use, it can be designed to resemble a game.

2.3. Summary of process chain

This article presents a complete working process to make soil maps by utilizing drone and augmented reality technologies. The process chain is presented in Fig. 1.

3. Drone imaging and segmentation

In some regions of the world, soil type varies in a single field plot and these variations are visible in RGB. Therefore, an RGB camera was used for aerial imaging with a drone. For aerial imaging a DJI Phantom 4 Pro (DJI, Shenzhen, Guangdong, China) was used with autopilot
As the objective in aerial imaging is to see the colour variations of the soil, it is crucial to select the imaging conditions properly, so that (a) the conditions do not change during the flight, (b) shadows and soil surface reflections represent the nominal soil colour and not the moisture variation in the surface and (c) lighting is sufficient for the camera. To avoid biased colours due to varying moisture conditions, the soil should be equally moist and not have standing water on the surface.

The drone used for imaging is equipped with a standard autonomous GNSS receiver without corrections and hence, the position stamps in recorded images are inaccurate. Even if the stitching process done with the DroneDeploy cloud service compensates inaccuracies over dozens of images, the orthophoto is not exactly where it should be as geo referenced image and the deviation may be as large as three meters.

The orthophoto needs to be calibrated into correct position, shape and size. This can be done with landmarks in known positions or a drone equipped with a precise positioning system. In this article, calibration was done manually with some known permanent features in the image, such as electricity poles. After this georeferencing procedure, the image should be clipped so that only the inner area of the field plot remains, to limit colour segmentation only to the soil and not to include any vegetation that has a remarkably different colour. Furthermore, the image may be downsampled to lower resolution, if necessary.

Segmentation of the image into uniform regions is based on a two-stage approach: (a) at the first stage the image is divided into a large number of clusters with SLIC (Simple Linear Iterative Clustering; Achanta et al., 2010) known as superpixels and (b) at the second stage the superpixels are classified into a smaller number of colour classes with K-means clustering (Hartigan & Wong, 1979). In the first stage, the target number of superpixels may be given as a tunable parameter. For the second stage, the K-means algorithm offers more parameters for clustering, such as the number of clusters and the method for calculating distances. Hence, the first stage incorporates spatial clustering and the second stage colour clustering. This segmentation procedure produces the management zones.

The laboratory analysing the soil samples gives instructions on how much soil is collected for each sample representing a uniform region. A sample is collected from several scattered locations, known as sample points. Each sample point is collected with a tool in the depth of top soil. The area each sample point represents is called a sample area in this article.

Finally, the desired number of sample points for each management zone must be automatically generated. For this problem, the SLIC superpixels approach was applied a second time for each management zone, to create equally sized sample areas corresponding to the sample points by iterating the parameter of the superpixels algorithm. Finally, one sample point must be selected per sample area. To find that, it was decided to find the point in the region that is most far point from the boundary of the sample area. To find that point, the watershed algorithm, also known as distance transform, was applied to each region and then peak search. With the watershed-based algorithm, the sample point is guaranteed to be inside the region in any shape.

As the sample points are generated, the visiting order of the regions and the visiting order of the sample points in each region may be sorted to minimize the walking route. This phase is optional. No numeric optimization algorithm was used in this study and the ordering was made manually.

The complete process of image processing phases is presented in Fig. 2.

After image processing, the sample points still lack altitude information. Altitude information for each sample point may be available from GNSS recorded vehicle operations to represent surface profile, or other data source may be used to adjust the altitudes. In this article, a national source for laser scanning data was used to determine the altitude for soil surface. This source is described in chapter 6.3.

4. Augmented reality toolset

4.1. Augmented reality hardware

The smartglasses chosen for this application (ODG R-7 Smartglasses, Osterhout Design Group, San Francisco, USA) are seen in Fig. 3. The glasses are equipped with a small computer running a custom, Android-based operating system by the manufacturer. The glasses use optical see-through technology, as the virtual content is shown on two see-through displays in front of the user’s eyes. Thus, the virtual content is partially transparent and seen combined with the view of the user’s environment. In addition to visual content, the glasses also have the capacity of haptic feedback in the temples and audio ports that can be used with ear buds.

The ODG R-7 smartglasses include GNSS, Wi-Fi and Bluetooth. The orientation of the user can be detected with an accelerometer, gyroscope and magnetometer, each sensor having 3 axes. In addition, the device has a camera sensor.

User input to the device can be given using a trackpad on the right temple of the glasses. The glasses also include microphones, which could be used to provide input. For power supply, the device has two Lithium-Ion batteries and can be charged with a USB cable. The battery duration depends on the software running on the device. The smartglasses weigh 170 g.

4.2. Augmented reality SDK

Augmented reality software can be developed using a software development kit (SDK) providing functionalities needed for AR. The Wikitude SDK (Wikitude Augmented Reality SDK, Wikitude GmbH, Salzburg, Austria) includes features such as detecting the user’s location and orientation, image recognition and geo-locations: rendering virtual content to GPS coordinates. The SDK has a version specifically designed for the ODG R-7 smartglasses and is one of the recommended augmented reality SDKs by the AR device manufacturer. The AR software implemented using Wikitude is written in JavaScript and runs as a browser. The SDK provides methods to implement custom functions for communications between the Android Java code and JavaScript.

4.3. External GNSS receiver

Even if the selected AR hardware has a built-in GNSS receiver, typical for mobile phones, it was decided to use another, more accurate external GNSS receiver for localization. The selected GNSS receiver was a L1 band RTK receiver (Emlid Reach RS, Emlid Ltd, Saint Petersburg, Russia). A correction signal was received from a base station nearby and the position information was transmitted to the AR hardware using the NMEA-0183 protocol over Bluetooth. The GNSS system is able to localize in sub meter accuracy. Finally, only four signals of positioning were used: latitude, longitude and altitude in WGS84 coordinate system and QPS quality (fix), which indicates whether the former are valid. The weight of the selected GNSS receiver is 690 g.

4.4. Software

The developed software is an Android application, written in Java, that uses an augmented reality JavaScript module implemented using Wikitude. The software was developed using the Android Studio IDE.

The main program in Java loads the JavaScript AR module. To utilize the user’s location in an Android software, a location provider that receives updates from a device’s GPS module is typically implemented. As stated above, in this case, the device’s own GNSS was opted out in favour of the more accurate GNSS receiver. As new locations are received, the main program forwards them to the AR module for the use of the Wikitude SDK.

The input data for the smartglasses software from the previous
phases contains the latitude, longitude, altitude and the region number for each sample point. For each sample point, an ID is created to represent an order number inside the region. This data is stored along with a collect status in the AR module of the software.

As a large field has dozens of sample points, rendering all of them simultaneously may clutter the view. To avoid this, the first sample points in each region are assigned to represent the region and the software keeps track of the active region where the user is currently in. Only the sample points in the current region are shown and for other regions, only a label is shown to indicate the direction of that region. Visible sample points are represented with a 3D object as well as labels with information.

Collecting a sample point is implemented with Wikitude’s action range: a GPS location and a radius are given to represent a circular area that does not take altitude into account. If the user’s GPS location is within the radius from the GPS location given to the action range, the user is registered as inside the action range. Events can be implemented for the user’s entering and exiting the area. Thus, an action range with a predetermined radius is generated for each sample point. As the user enters an action range, a timer starts. If the user stays within the area for a predetermined time, the sample point is marked as collected and if the user exits the area before the timer is done, the sample point is not collected and the area needs to be entered again. In addition to providing a way to signal the program that the sample point is collected

Fig. 2. The phases of the image processing algorithm.

Fig. 3. The augmented reality glasses chosen for the application (ODG R-7, Osterhout Design Group, San Francisco, USA).
outside of the smartglasses. The program starts in region 0, which represents any area of the user from the GNSS receiver, the left corner, information about the GNSS is shown: the current coordinates of the user from the GNSS receiver, the fix level of the signal and a counter indicating how many location updates the program has received. This is useful in problem situations to verify if the GNSS is inaccurate or has stopped working.

The active region is given by the user by increasing or decreasing the current region using two buttons, marked as “REGION+” and “REGION-”. The buttons are operated using the trackpad on the smartglasses. The program starts in region 0, which represents any area outside of the field. As seen in Fig. 4, marks for regions and distances to the regions in meters are shown. Each region has been assigned a colour used to represent it. Additional information is shown in the top-right corner of the view against a white background: the name of the field, the value of the radius parameter used by the action ranges of the sample points, “collect info” which changes depending on the user’s actions, current active region, number of regions in total and how many sample points out of total have been collected. In addition, the amounts of collected sample points for each region are listed against background colours corresponding to the region in question. The same colours are used in a radar element shown left of the region buttons. The radar element, a feature in the Wikitude SDK, shows the direction of the North and the approximate field of view of the user. Rendered objects can be represented in the radar. Here, circles are used to represent regions and sample points. The sample points in the active region are shown as smaller circles in the colour of that region and for other regions, a single circle is shown.

Another view from the software can be seen in Fig. 5. In this instance, the active region is region 1, and a sample point is shown in the user’s view. To emphasize the game-like experience, a 3D model of a Pokémon (Nintendo, Kyoto, Japan) was chosen to represent the sample point in addition to two labels with the sample point’s region, ID, distance to the user and the collect status. In Fig. 5 it can also be seen that one sample point out of the total has been collected and it is from region 1. In addition, the program informs the user that the last activity was collecting sample point 6 from region 1. A collected sample point in an active region is represented with a bright green colour in the radar element so the user can discern between ready sample areas and collectable sample points in their vicinity. To further guide the user to sample points to be collected, a triangle, as seen in bottom-left of Fig. 5, are used to indicate the direction of an uncollected sample point in the active region.

In addition to changing the radar representation when a sample point is collected, it is no more represented with the 3D Pokémon in the user’s view but a single label with the sample point’s region and number and the status “COLLECTED” on a background of bright green used in the radar element as well. An example of a collected sample point can be seen in Fig. 6. When all sample points in a region are collected, the representation of the region is also changed to indicate this status, as seen in Fig. 7.

5. Experimental setup

The field plot (7.0 ha, 60.4607N 23.9201E) selected for the study was known to contain many soil types such as loam, clay loam, sandy loam and loamy sand. In the optimal situation for imaging, the moisture profile in the soil is consistent and the effect of soil moisture on reflectance is eliminated. In this case, light rain preceded ploughing and therefore, the moisture of the soil had stabilized before the operation. Thus, it was assumed the moisture profile was consistent in the ploughing depth of 20 cm. The light rain continued during the ploughing, so the surface of the field did not dry, which would have biased the colouring of the soil. Furthermore, the plough was tuned properly to make sure that all green matter is hidden, to guarantee nothing else is visible in the image but the bare soil.

The minimum flight altitude in the field was limited by the surrounding forest, and the maximum flight altitude is regulated to 150 m by national law in Finland. To guarantee sufficient quality in the imaging, it was decided to fly near the minimum level. The drone imaging was carried out immediately after ploughing, with standard a DJI Phantom 4 Pro (DJI, Shenzhen, Guangdong, China). The flight altitude was 40 m and resulted in 268 images in 13 min and 40 s.

The sample collection demonstration was conducted December, and there was snow on the ground. Nevertheless, the laboratory used for analysing the samples states that soil samples can be collected as long as the ground is not frozen (Eurofins Viljavuspalvelu, Mikkeli, Finland).

The hardware used in the demonstration consisted of the
smartglasses, the external GNSS module attached to a backpack, a mobile phone for providing the RTK fix signal and an external power bank for the smartglasses. An external power bank was necessary as the runtime with the internal battery of the smartglasses was 30 min when running the software. The total weight of the equipment and extras was 3.86 kg, including the backpack weighing 2.8 kg. The backpack contained all the materials for soil sampling, such as empty plastic boxes to store soil samples.

The choice of the time parameter, used for marking a sample point as collected, was affected by an estimate of how long it would take to dig a sample and package it into a sample container. Another consideration was how long it would take to be able to pass a sample area without marking it. Thus, the time parameter needed to be large enough to pass the sample areas but short enough to allow continuing the operation as soon as a sample was collected. Based on these factors, the parameter was set to one minute for the demonstration.

6. Results

6.1. Imaging

The aerial images were stitched to a solid orthophoto with the DroneDeploy service (DroneDeploy, San Francisco, USA) to the resolution of 5 cm, and the orthophoto was georeferenced with six precisely known ground control points visible in the orthophoto. The surrounding areas in the image were cleared manually, as all around the field green matter (forest, trees or grass) was visible, which was not intended for colour segmentation. Even if the boundary line was precisely known, the boundary clipping was not sufficient as some trees around the field had overhanging branches. The RGB orthophoto is presented in Fig. 8.

Fig. 5. View seen through the AR smartglasses. A sample point in an active region is shown.

Fig. 6. View seen through the AR smartglasses, showing a label for a collected sample point.
6.2. Segmentation

As described above, the segmentation is based on a two-phase approach. For precision farming purposes, the field (7.0 ha) needs to be divided into several management zones, but practical reasons, including the cost of soil sample analysis and effort to collect those by walking, set a soft upper limit to the management zone size. It was decided that for this field the number of management zones should not be higher than one per hectare, or seven in total, which was considered to be the soft limit.

However, as visible in Fig. 8, the field contains some larger and some smaller consistent regions and thus by trial-and-error, the proper number of management zones was eight, which was acceptable for precision farming requirements. In the SLIC algorithm implemented in Matlab, the target number of superpixels was 40. The average size of superpixels corresponds to half a hectare each, including the areas outside the field in the bounding box. For the K-means clustering, the squared Euclidean distance was used for distance calculation and eight for the number of clusters. Both tuneable parameters (the number of superpixels and the number of clusters) were adjusted by trial-and-error to reach the target average size of a management zone, which was 1 ha in this case. For different sized fields and target zone areas, both parameters need to be adjusted, in a similar manner as contour maps are created for yield maps in commercial precision farming software such as FarmWorks (Trimble Inc., Sunnyvale, USA).

After the first step of segmentation to eight regions, the second step was applied to divide each region into sample areas. The number of sample areas per region was given by the laboratory making the soil sample analysis: the instructions stated that the number of samples per pot was seven or eight (Eurofins Viljavuuspalvelu, Mikkeli, Finland). Thus, this range was given as the rule for sub segmentation. Furthermore, the sample points were solved for each sample area by using the watershed algorithm to find the centre point.

The segmentation result with eight regions, with sample areas and sample points is presented in Fig. 9. The triangle and circle represent the starting and end location for the sampling journey. In total, the map contains 58 sample points in eight regions, 7–8 per region.

6.3. Altitude of sample points

As the previous step resulted in 2D coordinates for the sample points, or latitude and longitude in the WGS84 coordinate system, the altitude must be determined for the field surface. Otherwise, the AR headset would draw the objects deep into the soil or flying above. For the selected field plot, laser scanning data provided by National Land Survey of Finland was available with a spatial resolution of half a point per square meter. The vertical accuracy of the laser scanning data was described as the mean error of 15 cm, which was sufficient for the application. The unfiltered altitude map is presented in Fig. 10, showing the altitude variation of ca. 10 m inside the field. The map also shows...
the surrounding forests and trees, some of which are overhanging the field.

Even though the vertical data was rather accurate, the altitude of the sample points was averaged around each sample point, using a radius of 3 m to average the data of ca. 15 scan points around.

6.4. Sampling order

In the field test, the passing order of regions was determined manually, from 1 to 8. All sample points inside the region were equally shown in the AR display, so the walking order was not forced. The walking order of sample points is presented in Fig. 11.

6.5. User experience

Collecting the samples started in region 1 and the regions were traversed in increasing order. As the order of collection was not forced, the sample points were collected in an order chosen by the authors. This resulted in a suboptimal route, as the shortest order to traverse the sample areas was difficult to estimate from the UI and was based on the distance readings of the sample points. The distance readings were important to navigate and determine how close a sample point was even though when the sample area was reached, it was possible to stand on top of the virtual mark and collect the sample point from that location. An example of the suboptimal order of traverse can be seen in Fig. 12, where the user collected sample point 6 of region 4 after sample 3, then doubling back to collect sample point 2.

The sample points were easy to find even though the direction where the sample point was seemed to change when nearing the sample area. This was because of the magnetometer: based on the radar element, the direction of the North given by the smartglasses seemed to be off. This resulted in the user first aiming to a slightly incorrect direction and then making a turn to reach the sample area when it was close. This can be seen in Fig. 13, in which the user’s path is plotted in blue and the sample points are marked with ‘x’.
To improve the orientation detection by the smartglasses, calibration of the magnetometer was done by rotating the glasses in a Fig. 8 pattern. Calibration was done first four times in region 2, and the procedures changed the hard iron bias values, as seen from Table 1. Calibration was done several times in a row because the first calibrations did not seem to improve the situation.

The user’s experience was that the direction of north improved after the last calibration. The change in the bias Y value seems to support this: in these smartglasses, the Y-axis points up and thus, is the yaw axis. While this calibration fixed the worst offsets, a small offset in the direction of the North was still observed by the user. Thus, calibration was attempted again in region 4, and as can be seen in Table 2, the procedure resulted in only small changes. The observation of the user was that the small offset was not corrected by calibration, and these values support the observation.

The GNSS worked most of the time but in some instances, the GNSS shifted while a sample point was collected, resulting in the user exiting the action range of the sample point and needing to find the sample area again to activate the timer. This resulted in a waste of time and as the GNSS kept jumping, the sample area needed to be chased to stay within the radius. In addition, some sharp changes in altitude were experienced, to such a degree that the sample points seemed to be several meters above or under the user. These occurrences, however, lasted for two minutes at the longest and did not prevent the work.

Overall, the developed AR application provided the planned functionality and guided the user to all the sample areas. The only manual user input needed was changing the regions, as the sample points were marked as collected automatically. Each sample point was collected within the predetermined radius, which was 2.5 m. Information in the user interface was useful: the collect information indicated when a sample point was in the process of being collected, which was essential during the GNSS jumping. While the amounts of collected sample points were helpful to track the progress of the work, the radar element did not provide the usefulness in navigation that was planned, as the points in the radar were too close to each other to differentiate clearly. The radar, however, was essential for determining when calibration of the magnetometer was needed.

### 6.6. Soil map results

The collected samples were analysed in the laboratory for agricultural soil samples (Eurofins Viljavuuspalvelu, Mikkeli, Finland). The results contain information on soil type, pH and contents of Ca, P, K, Mg and S. pH was almost equal in all management zones (between 6.1 and 6.9). The phosphorus concentration (P) was more varying and this is illustrated in Fig. 14.

### 7. Discussion

The drone used for imaging was a DJI Phantom 4 Pro, which was the top model in the series of small consumer drones at the time. The quality of the camera in the drone was sufficient for soil mapping. For the experimental setup, a 40-m flight altitude was chosen. However, a higher altitude could also have resulted in a sufficient quality for the application with a shorter flight time.

For the AR application, a better scaling of the size of the virtual...
objects is needed as it was difficult to estimate distances to the sample areas based on the sizes of the marks and thus, navigation relied on the distance readings. Wikitude scales the virtual objects based on the user’s distance to them but in addition, a scale value can be given to the objects to adjust how large they are in the user’s view. Based on this test, more experimentation with this value is needed. As seen in Fig. 15, the objects appeared to be closer to the user than what the distance values indicate, and thus, should be scaled to look smaller. Another scaling factor to improve is the radar size, as the objects in the radar were not easily distinguishable. As earlier tests utilized a much smaller test field, the size of the radar should have been scaled to match the larger size of the field.

As stated above, the order in which the sample points were collected was not optimal for the user and therefore, a recommended order of traverse should be represented by the software. This could be done using colours, showing only one sample point at a time or showing a map of the field, similar to Fig. 11 with the sample point IDs and the order of traversal marked by a line. This map view could fit for example under the GNSS information in the UI.

The 2.5-m radius of the action range was appropriate as long as the GNSS was accurate. Besides the radius, another parameter affecting how a sample point is collected is the time needed to stay within the action range. As mentioned above, this parameter was set to one minute. This time was experienced to be too long, as for approximately 70% of the cases, the sample point was collected before the timer had run out and the user had to wait before advancing towards the next sample point.

The AR content in this application was purely visual. However, the used hardware enables sound input and output as well as haptic feedback. A future improvement on the software could be using speech recognition as a user input means to eliminate any need to operate the application with hands, as well as provide sound and haptic feedback on events such as collecting a sample point.

As the demonstration was held in winter, the amount of sunlight was limited. The amount of light could affect the visibility of the AR content and thus, replicating the demonstration during summer time might require using tinted shields for the smartglasses.

The altitude of the sampling points was determined from the laser scanning data available. The vertical accuracy for the user experience depends on the accuracy of the terrain model and the altitude of the sample points as well as on the vertical accuracy of GNSS. The user experience was good when it comes to altitude when the GNSS was properly positioning, and the objects were smoothly on the surface of the field. In earlier tests, a GNSS receiver without a fix was used, resulting in altitude variations of tens of meters within seconds, making the virtual objects almost impossible to track.

As the imaging of soil is crucial to get a proper map, it could be even recommended that the ploughing/primary/secondary tillage tractor is equipped with a small drone. This would allow that when the field is completed, the first imaging could be done immediately and if the quality is not sufficient, imaging must be done another time.

One could automate the soil sampling itself by robotics, as proposed by Cao et al. (2003). The approach proposed in this article is valid for
creating the sampling points, but for navigation, the autonomous vehicle would need additional information, such as the location of obstacles and other terrain impassable. For a human being who has been on the field, navigation is natural and it is not necessary to create a full traverse map. As mentioned earlier, the farmer rarely walks in the field to see the soil and we think it is valuable to collect the samples manually as for example in Finland, the farmers have more and more reporting responsibility to describe the soil condition for the administration.

8. Conclusions

In this article, a complete chain of actions from ploughing to soil sample analysis was presented to create a top soil map with management zones for precision farming purposes.

In imaging with drones, it was discovered that the soil moisture must be consistent, and the lighting condition must be such that the soil reflection corresponds to the colour, not e.g. to the shininess of clay after ploughing or a 3D pattern of the soil surface after ploughing or shadows.

The user interface of the AR application was feasible and guided the user to all the sample areas. It was possible to collect sample points while using the application, and the application needed little input from the user. Some improvements can be made to enhance the user experience.

The GNSS of the smartphones is not accurate enough for this application, and a GNSS receiver with a fix signal is needed. Moreover, navigating the field is impossible if the hardware detects the user’s orientation incorrectly, making the accuracy of the magnetometer crucial. Overall, the chosen AR hardware was suitable for this application.

The Wikitude augmented reality SDK provided the necessary functionality to render content to GNSS points as well as essential features that enhanced the user experience.

The soil analysis revealed some variation between the management zones, especially in nutrient contents, and further steps towards precision farming application rate control will be studied in the future.
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