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We simulate a balanced attractively interacting two-component Fermi gas in a one-dimensional lattice perturbed with a moving potential well or barrier. Using the time-evolving block decimation (TEBD) method, we study different velocities of the perturbation and distinguish two velocity regimes based on clear differences in the time evolution of particle densities and the pair correlation function. We show that, in the slow regime, the densities deform as particles are either attracted by the potential well or repelled by the barrier, and a wave front of hole or particle excitations propagates at the maximum group velocity. Simultaneously, the initial pair correlations are broken and coherence over different sites is lost. In contrast, in the fast regime, the densities are not considerably deformed and the pair correlations are preserved.
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In three dimensions, the superfluid phase can be broken by excitations when the fluid moves in a capillary at a velocity that is larger than the critical velocity [1], or by, e.g., moving an object [2], a laser beam [3,4], or an optical lattice [5] through the superfluid at a high enough velocity. In a recent experiment, a laser beam was rotated in a two-dimensional quasicondensate to find the critical velocity of a BKT transition [6]. In this study, we simulate a perturbation propagating in a one-dimensional (1D) lattice and find that the initial pair-correlated state is, in contrast to higher-dimensional systems, broken by a perturbation with velocity below a certain limit. According to Landau’s criterion, elementary excitations with energy $\epsilon(q)$ and momentum $q$ can appear in a superfluid if the velocity of the superfluid with respect to the capillary is larger than the critical velocity $v_c$ [1].

In a Fermi superfluid in two or three dimensions, the single-particle (BCS) dispersion relation is $E(k) = \sqrt{(k^2 - \mu)^2 + \Delta^2}$, and the elementary excitations are particle-hole excitations close to the Fermi surface with energy $\epsilon(q) = E(\pm k_F) + E(\pm k_F - q)$. The minimum of $\epsilon(q)$ is found at $q = \pm 2k_F$, which gives the critical velocity $\Delta_{k_F}$ for the excitation of a quasiparticle pair. For Bose-Einstein condensates, experiments have shown that weak perturbations break the superfluidity by creating phonon excitations [7] and strong perturbations by vortices [3,4,8]. A recovery of superfluidity at high velocities of a perturbing laser beam has also been observed [9].

Collective excitations in a Fermi liquid can decay into the constituent quasiparticle excitations due to the continuum of low-energy states. In one dimension, there are no zero-energy excitations with momentum transfer $0 < q < 2k_F$, and collective excitations remain stable [10]. In the Luttinger liquid model, the dispersion relation is linearized at the Fermi momentum $k_F$ and the slope gives the velocity of long-wavelength collective excitations (sound waves). In an interacting two-component Fermi gas, the spin and charge excitations propagate at different velocities denoted by $u_\sigma$ and $u_\rho$ [11]. For attractive interactions, the long-wavelength properties are described by $u_\rho$ and the exponent of the power law decaying correlation functions $K_q$. The speed of sound $v_s$ is equal to the velocity of charge excitations $u_\rho$, which, for the Hubbard model of interest here, can be solved numerically for any interaction from the Bethe ansatz (BA).

One might expect to excite sound waves by perturbing the system. To model the critical velocity experiments, we use wave-packet perturbations which are not localized in momentum or frequency space, and do not excite a specific mode but a collection of modes. Therefore, modes with velocity higher than $v_s$ can also be excited. The maximum group velocity $v_{\text{max}}^g$ can be calculated from the lattice dispersion in the limiting cases of a noninteracting system $U = 0$ and strong interactions $|U| \gg J$. The free-particle dispersion relation in a homogeneous lattice is $E(k) = -2J \cos k$, and in the strong-coupling limit, the Hamiltonian is mapped to an isotropic Heisenberg Hamiltonian [12] and the doublons propagate as hard-core bosons with $E(k) = \frac{4J^2}{k^2} \cos k$. The values of $v_{\text{max}}^g$ together with the values of $u_\rho$ are given in Table I for different interactions $U$.

The time-evolving block decimation (TEBD) method [15,16] is used for calculating the ground-state properties of the attractive Fermi-Hubbard Hamiltonian, including a trap to model a potential realization in ultracold gases,

$$H_0 = -J \sum_{\sigma,i} \epsilon_i \sigma \epsilon_{i+1} \sigma + \text{H.c.} + H_U + H_{\text{trap}}. \tag{1}$$

The terms are $H_U = U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}$ and $H_{\text{trap}} = V_{\text{trap}} \sum_i (\hat{n}_i - C) \hat{n}_{i\sigma}$, where $C$ denotes the center of the lattice. Here, $J$ is the tunneling energy, $U$ the on-site interaction energy, and $V_{\text{trap}} = 5 \times 10^{-4} J$ the trapping potential in units of $J$. The particle number operator is $\hat{n}_i = \sigma \epsilon_i \sigma$, and $\epsilon_i$ annihilates a fermion with spin $\sigma = \uparrow, \downarrow$ on site $i = 1, \ldots, L$. The number of lattice sites is $L = 100$ and the numbers of up and down spins $N_{\sigma} = 20$. We use a Schmidt number 100 in the TEBD truncation and a time step $0.02 \frac{1}{J}$ in the real time evolution. The results were benchmarked with earlier calculations [17,18].
TABLE I. Velocities of the density wave fronts $v_{w,f}$ at different values of $U$ and the velocity of the perturbation $v$ obtained from the simulations (see Supplemental Material) \cite{13}, with errors below 0.01J. These are close to the maximum group velocities $v_{g}^{\text{max}}$ calculated from the lattice dispersion in the noninteracting limit for $U = 0$ and in the strong-coupling limit for $U \lesssim -3J$. We also quote the BA results for $u_{\rho}$ (with error 0.1J) solved for a homogeneous system with uniform density \cite{14}, using the average density between lattice sites 25 and 75.

<table>
<thead>
<tr>
<th>$U$ (units of $J$)</th>
<th>$v$ (units of $J$)</th>
<th>$v_{w,f}^{\text{max}}$ (units of $J$)</th>
<th>$u_{\rho}$ (units of $J$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5</td>
<td>1.54</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>-4</td>
<td>0.92</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.94</td>
<td>1.0</td>
</tr>
<tr>
<td>0</td>
<td>-10</td>
<td>0.53</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.19</td>
<td>1.3</td>
</tr>
<tr>
<td>0</td>
<td>-4</td>
<td>1.30</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.14</td>
<td>1.0</td>
</tr>
<tr>
<td>0</td>
<td>-5</td>
<td>0.83</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.01</td>
<td>0.8</td>
</tr>
<tr>
<td>0</td>
<td>-6</td>
<td>0.80</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.90</td>
<td>0.7</td>
</tr>
</tbody>
</table>

TEBD and t-DMRG have been recently applied to simulating also dynamics, e.g., in sudden expansion \cite{19} or in connection to impurity studies \cite{20–23} that are already within reach of ultracold gas experiments \cite{24,25}. In the real-time evolution, a perturbing potential is added and

$$H(t) = H_0 + H_V(t),$$

where $H_V(t) = \sum_{i,\sigma} V(i,t) n_{i\sigma}$. The potential is either a Gaussian well $V(i,t) = V_0 e^{-\frac{\sigma^2}{\sigma^2}}$ with $\sigma^2 = 10$ or a Lorentzian barrier $V(i,t) = \frac{\gamma}{(\gamma v t)^2 + 1}$, where $\gamma = \frac{1}{v_0}$, $V_0$ is the height of the potential, and $v$ is the constant propagation velocity of the perturbation. The Fourier transforms $\tilde{V}(k,\omega)$ are given in the Supplemental Material \cite{13}. The exact functional form of the perturbing potential does not signify in these calculations as long as its width is small compared to the size of the lattice. Such a local perturbation leads to different physics from, e.g., an accelerating optical lattice which would correspond to a barrier propagating across the lattice. The well draws in particles, whereas the barrier pushes them. Comparison to the equilibrium densities for corresponding static potentials shows that the moving perturbations produce highly nonequilibrium dynamics. The movement of the particles can also be seen in Fig. 2, which shows the density difference with respect to the ground state. For $v < v_{g}^{\text{max}}$, a wave front is seen propagating faster than the perturbation and is reflected from the harmonic trap. In the case of a well, the wave front is a reduction of density and corresponds to propagating hole excitations. For a barrier, there is an increase of density corresponding to particle excitations. The approximate velocities of the wave fronts $v_{w,f}^{\text{max}}$ obtained from Fig. 2 and the same data for other interaction strengths are shown in Table I. They are reasonably close to $v_{g}^{\text{max}}$ as well as the BA values $u_{\rho}$, taking into account the shallow trap. The velocity of the wave front is independent of

FIG. 1. (Color online) Spin-up ($n_{\uparrow}$), spin-down ($n_{\downarrow}$), and doublon ($n_{\uparrow\downarrow}$) densities at times $t$ with $U = -4J$ (in practice, $n_{\uparrow}$ and $n_{\downarrow}$ overlap). On the first and third row, the density of spin-up particles is also shown for the equilibrium case with a static potential well or barrier ($n_{\uparrow}^{\text{eq}}$). The first row shows a slow Gaussian well with $v = 0.5J$ and the second row a fast one with $v = 4J$. The third and fourth row show the same quantities in the case of a Lorentzian barrier. For the Gaussian, $V_0 = -2J$ and for the Lorentzian, $V_0 = 2J$. A dashed black line indicates the perturbing potential multiplied by 0.1.

FIG. 2. (Color online) Difference in the density of spin up particles with respect to the ground state as a function of position and time, $n_{\uparrow}(t) - n_{\uparrow}^{\text{eq}}(0)$, for $U = -4J$. The perturbation is a Gaussian well with $V_0 = -2J$ and $v = 0.2J$ (left), $v = 0.5J$ (middle), and $v = 4J$ (right). The center of the perturbing potential is marked with a dashed black line.
the velocity of the perturbation since \( v_{\text{max}}^2 \) and \( u_p \) are properties of the fermion system and do not depend on \( v \). The densities are perturbed less when the velocity of the perturbation is higher, as seen in Fig. 1 and in the rightmost column of Fig. 2. There is no wave front preceding the perturbation since the velocity of the perturbation is higher than that of the excitations. The density difference that remains after the perturbation is due to the smoothening of the initial density oscillations. The oscillations indicate the tendency to singlet pairing [27], and their distortion in the slow regime suggests that the singlet superfluid correlations are broken.

In one dimension, there is no long-range order and the phase is determined by the dominant power-law decaying correlation [11]. Therefore, identifying a superfluid in 1D is not as straightforward as in higher dimensions [11,14,28,29]. Here we reached the site 80 and for \( v \) being studied with nanowires [33], nanopores [34,35], and stiffness goes beyond the scope of this work.

In recent experiments, the decay of similar 1D states has been studied with nanowires [33], nanopores [34,35], and oscillating atomic Bose gases [36]. Theoretically, the onset of oscillations indicate the tendency to singlet pairing [27], and the density difference that remains after the perturbation is due to the noninteracting case reveals a dramatic difference in \( |C_{ij}| \) : whereas the pair correlations present in the interacting case are nearly perfectly preserved for fast velocities and destroyed for slow velocities, in the noninteracting case (see Supplemental Material) [13], the decay law of correlations is practically the same for all velocities.

In the ground state, the pair correlation function \( C_{ij} \) is a real quantity, but perturbing the system gives it a nonzero time-dependent phase \( \phi_{ij}(t) \).

\[
\phi_{ij}(t) = \arctan \left( \frac{\text{Im}[C_{ij}(t)]}{\text{Re}[C_{ij}(t)]} \right) \tag{3}
\]

As the perturbation moves through the lattice, \( \phi_{ij} \) changes across the perturbation center, as shown in Fig. 4. If one of the lattice site indices is fixed, for instance, \( i = 40 \) in Fig. 4(b), and \( \phi_{ij} \) observed at each site \( j \), it can be seen to change smoothly from zero to approximately \( \frac{\pi}{2} \) when \( j \) crosses the perturbation center. Similarly, by fixing \( j = 40 \) and varying \( i \) one sees that the phase of \( C_{ij} \) changes from zero to approximately \( -\frac{\pi}{2} \). The value stays constant over a long range, i.e., up to very small values of the power-law decaying \( |C_{ij}| \), which indicates a high numerical stability of the calculations. In the noninteracting case, the phase is not equally smooth and the density is more deformed (see Supplemental Material) [13]. In the case of a slow perturbation, the phase is randomized due to the movement and localization of the doublons. On the left side of Fig. 5, \( \phi_{x-\rightarrow x} \) is plotted at the time step when the perturbation is at the middle of the lattice. For \( v = 4J \) and \( v = 3.5J \), a stronger interaction \( U = -10J \) is included, which shows that the phase difference does not depend significantly on the interaction. This is because \( v > v_{\text{max}}^2 \) for both interactions. In the case of a Lorentzian barrier, the change in the phase is steeper due to the narrower shape of the potential and from positive to negative due to the opposite sign.

The maximum phase changes calculated for different velocities of the well and barrier are gathered in Fig. 5 (right). The velocities are in the fast regime where the pair correlations are preserved. If the many-body system can to some extent be described by a single (macroscopic) wave function, the phase
FIG. 5. (Color online) Left: Phase difference $\phi_{\text{ij}}$ for different values of $U$ and $v$, the right: The maximum of $\phi_{\text{ij}}$ for different velocities of the perturbation given by the many-body simulations. The figure includes data for a Gaussian well with different heights from $V_0 = 10 J$ to $V_0 = 0.5 J$ (left y axis). The black line is the result of the time integral for the Gaussian, $\Delta \phi(v) = 2V_0 \sigma \Delta \phi$, and the blue line for the Lorentzian, $\Delta \phi(v) = \frac{2\pi}{v}$. The time integral of the Lorentzian is independent of the height $V_0$ since its width is $\frac{1}{\sqrt{\pi}}$.

change can, in an extremely simplified model, be quantified by single-doublon dynamics. The wave function of a doublon can be written in the basis of localized states $|\psi_i(t)⟩ = \sum_{j=1}^{L} a_{\alpha_i}(t)|d_j⟩$, where $|d_j⟩ = |0,0,\ldots,|\uparrow\downarrow⟩,0,0,\ldots,0⟩$. The time-dependent term $H_{\text{V}}(t)$ of Eq. (2) does not commute with the kinetic term in $H_0$, but since the particles are only slightly displaced in the fast velocity regime, the kinetic term can be neglected, leaving $H_0 = H_0 + H_{\text{V}}$, and $H_{\text{V}}(t) = H_0 + H_{\text{V}}(t)$. The time evolution of the wave function is given by $|\psi_i(t)⟩ \approx e^{-i\int_0^t \dot{H}(\tau) d\tau} |\psi_i(0)⟩ = \sum_i e^{-2i\int_0^t \bar{V}(i,\tau) d\tau} e^{-iH_{\text{0}} t} a_{\alpha_i}(0)|d_i⟩$.

The factor of 2 in the exponent comes from the sum over $\sigma$ in $H_{\text{V}}(t)$. Considering a time $t$ when the narrow perturbation has passed the site $i$, the time evolution of another far-away site $j$ is given by $e^{-iH_0 t}$, and relative to $a_{\alpha_i}(t)$, $a_{\alpha_j}(t)$ has gathered a phase $\Delta \phi = 2\int_0^t \bar{V}(i,\tau) d\tau$. The pair correlation is $\langle \psi_i | f_i^\dagger f_j^\dagger f_j f_i | \psi_i⟩ = e^{-i\Delta \phi} |\alpha_i⟩⟨\alpha_j|$ for this single-doublon state. The integral that gives $\Delta \phi$ does not depend on $i$. Since the functions $\bar{V}(i,\tau)$ decay quickly, the integration limits can be extended to $\pm \infty$ in order to obtain analytical expressions for $\Delta \phi$. They can be compared to the values of $\phi_{\text{ij}}$ obtained from the many-body simulations. The data points in Fig. 5 are the maxima of $\phi_{\text{ij}}$ over the lattice, and the curves are the results of $2\int_0^\infty \bar{V}(i,\tau) d\tau$. The simple model describes the data remarkably well.

In conclusion, our results constitute one more striking demonstration of the peculiar nature of 1D physics compared to higher dimensions. Slow perturbations can break the initial pair correlations due to the existence of charge excitations at low energies around $q = 2k_F$. For such an excitation spectrum, the critical velocity in the sense of Landau’s criterion would be zero. In the fast regime, the doublons do not have enough time to move and localize. Since the particle-hole spectrum in a lattice has an upper limit on energy, the fast perturbation can be interpreted as probing the high-velocity area where there are no states available. Correlations are preserved and a phase is imprinted on the 1D superfluid. Our predictions can be tested in state-of-the-art experiments with ultracold gases in optical lattices since the temperatures in lattice Fermi gases are already close to those where 1D superfluid correlations are predicted [43,44]. Phase imprinting in Fermi gases has been realized with a static laser beam [45], and an interesting question is whether a situation similar to the fast perturbation studied here could be achieved in higher dimensions if the geometry of the perturbation was changed accordingly, e.g., a sheet moving through a 2D system.
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See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevA.90.051603 for the details of extracting the wave front velocities in Table I, a comparison to the noninteracting system, and the perturbing potentials in momentum and frequency space.