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Abstract—We consider optimal energy-aware load balancing of elastic downlink data traffic inside a macrocell with multiple small cells within its coverage area. The model for the problem corresponds to a system of parallel M/M/1-PS queues, where the macrocell is represented by a multiclass M/M/1-PS queue and each small cell is an energy-aware M/M/1-PS queue with additional states for the idle timer and the so-called setup delay. We apply the theory of MDPs to develop a near-optimal state-dependent policy, both for a weighted sum of the performance and energy as well as for the constrained formulation, where energy is minimized subject to a constraint on the performance. Specifically, we utilize the first step of the well-known policy iteration method under which the routing decision for each arrival requires evaluating the marginal future cost of adding the arrival in the small cell or the macrocell. As our main contribution, we derive the associated value functions and the explicit form of the near-optimal FPI policy. The performance of the policy is illustrated through numerical examples.

I. INTRODUCTION

Heterogeneous networks (HetNets) is one of the key enabling technologies for realizing the future 5G networks. Specifically, HetNets address the problem of spatially heterogeneous distribution of traffic loads within a cell by introducing inside the coverage region of the macrocell so-called small cells, sometimes also referred to as pico- or femtocells, with low-power base stations that are operating under control of the macrocell. The small cells can offer at a traffic hot spot a high transmission rate to nearby users and thus some of the traffic can be off loaded away from the macrocell to the respective small cell. Such load balancing clearly can benefit the performance of the users, for example, by minimizing the delay. However, in modern systems it also important to consider the energy consumption of the system.

Such energy-aware load balancing in HetNets has been studied considerably recently. Typically, the approaches consider a fixed set of users or the optimization takes into account average traffic parameters, see, e.g., [1], [2], [3], [4], [5]. However, such approaches do not take into account the randomly varying user population and the delay performance of the users. Our focus is to take these aspects explicitly into account by using a queuing theoretic approach.

In more detail, we study the following scenario. We consider a single macrocell with many small cells inside its coverage region serving downlink traffic. The user traffic consists of elastic flows, roughly corresponding to file transfers controlled by TCP, that are downloaded through the base stations. New flows arrive according to a Poisson process. Thus, the number of active flows varies randomly over time and the flow-level performance is represented by the mean flow-level delay, i.e., the mean file transfer delay. Upon the arrival of a new flow, a load balancing policy will decide whether to serve the flow through the local small cell or the macrocell. From the energy point of view, the macrocell is always on in order to provide coverage in the whole cell area. However, the small cells can be switched off to save energy during low load. Activating again a sleeping small cell incurs a performance cost in the form of a setup delay, thus giving rise to a performance-energy trade-off in the system. Our objective is to develop energy- and delay-aware load balancing algorithms.

In our flow-level model, the macrocell is represented by a multiclass M/M/1-PS queue, where the classes represent flows that arrived in a given small cell but are served by the macrocell. The small cells are modelled as a single-class M/M/1-PS queues with a setup delay, and we additionally allow another control parameter, the so-called idle timer, which defines how long a small cell waits before it falls into sleep mode after the small cell becomes idle (i.e., becomes empty of flows). Thus, the system consists of a set of parallel queues and the load balancing policy decides whether the arrival is routed to the small cell or the macrocell.

To characterize the performance-energy trade-off, we represent the system cost as a weighted sum of the delay and energy. To optimize the cost, we consider dynamic state-dependent policies and apply the theory of Markov Decision Processes (MDP). MDPs have been applied for the load balancing problem in HetNets in [6], [7], [8], [9], but they do not contain any explicit forms of the resulting policies, i.e., value iteration method is used to numerically solve the problem. Also, the system models are different to ours in these papers, or energy aspects are not considered. Note that in our earlier paper [10], we have applied the so-called FPI approach, to be discussed below, but the policy is obtained numerically and, in addition, the system model is slightly different (no idle timer in small cells and macrocell energy model is simpler).

As our main analytical contribution, we are able to define explicitly the (near) optimal policy. Specifically, we utilize the first step of the policy iteration algorithm [11], which gives the so-called FPI (First Policy Iteration) policy. By using a
static probabilistic policy as an initial policy, the cost under the FPI policy becomes separable and the routing decision depends only on the state of the local small cell and the state of the macrocell. The FPI policy is characterized by the so-called value functions of the macrocell and the small cells. We derive the explicit form of the value functions of the delay and power for the small cells represented by an M/M/1-PS queue with setup delay and idle timer. This extends our earlier analytical results for the M/M/1 queue with setup delay but no idle timer in [12]. Also, for the multiclass M/M/1-PS queue, we derive the value function of the power part, while the general form of the performance part is known, see [13], [14]. The resulting policy is still scalable as it only involves comparing the additional cost of allocating the flow in the macrocell or the small cell. The policy is near optimal since typically in policy iteration the largest gain over the initial policy is already obtained with the first iteration step.

Due to the explicit form of the value functions, insights can also be obtained from how the (near) optimal policy behaves. The marginal cost for the performance part in small cells has a weighted JSQ-like (Join-the-Shortest-Queue) structure with an additional constant factor that reflects the state of the server (setup or busy), while the marginal energy cost is just a constant independent of the setup/busy. In the macrocell, the marginal performance cost also has a similar linear form (JSQ-like) and the marginal energy cost is a constant.

In addition to formulating the optimization problem as a minimization problem of the weighted sum, we formulate the problem as a constrained optimization problem. We apply the theory of constrained MDPs [15], [16] and consider minimizing the mean power subject to a constraint on the mean delay. This formulation is often more natural than the weighted sum variant, where the weight is arbitrary. We observe that, by Lagrangian relaxation of the constraint, the constrained problem can be interpreted as the minimization of the weighted sum of the power and delay, where the weight must be determined to satisfy the constraint. Thus, we can apply our results for the FPI policy and we give an iterative algorithm to obtain the optimal weight parameter that defines the (near) optimal policy and solves the constrained problem.

We highlight the properties of the dynamic policies through numerical examples. In particular, we are interested in the impact of the idle timer, which has not been studied previously in this context. We have shown already in our earlier paper that with a single energy-aware M/G/1-PS queue the optimal value of the idle timer is always either zero or infinity for the weighted sum cost function, see [17]. Our numerical results indicate that the same remains true also in this much more complex scenario with parallel queues and non-Poisson arrivals. However, in the case of the constrained optimization formulation, if the setup delay is short enough, a strictly positive and finite optimal choice for the idle timer exists.

The paper is organized as follows. The system model is given in Section II. The optimal load balancing problem is defined in Section III, where also our main analytical contributions are derived. Section IV considers the load balancing problem as a constrained MDP. Numerical results and conclusions are in Sections V and VI, respectively.

II. Model

We consider a heterogeneous wireless system consisting of a single macrocell and $K$ separate small cells located inside the coverage area of the macrocell. The macrocell is indexed by 0 and the small cells by $k = 1, \ldots, K$. We assume that the small cells operate in an outbound mode, i.e., they have their own radio resources and do not interfere with the macrocell. In addition, we assume that the small cells are far enough from each other so that they do not interfere with each other either.

Traffic consists of elastic downlink data flows (such as TCP file transfers). Let $\lambda_k$ denote the arrival rate of new flows within the area of small cell $k$. Each such a flow can be served either by the small cell itself or the macrocell (but not by the other small cells). Upon the arrival, a routing decision must be made whether the flow is attached to the small cell or the macrocell. In addition, let $\lambda_0$ denote the arrival rate of those flows (outside the “hotspot” areas covered by the small cells) that can only be served by the macrocell. All the arrival processes are assumed to be independent Poisson processes.

Each small cell $k$ is modeled by a single server PS queue, which implies that flows are scheduled in each time slot so that all resources are given to one flow at a time and the flows are served in a round-robin manner. We assume that the service time $S_k$ of an arbitrary flow in small cell $k$ is exponentially distributed with mean $E[S_k] = 1/\mu_k$. The mean service time $E[S_k]$ is the average time needed to complete the transfer of a random flow if there were no other flows to be carried by the same cell. We note that the service time is affected at least by the size of the original flow, the location of the corresponding mobile terminal (within the small cell), and the radio channel conditions during the flow transfer. However, since the scheduler of the small cell does not utilize these features, we do not model them separately.

For each small cell, we apply the DELAYEDOFF sleep state control (according to the terminology of [18]). As long as there are flows in the small cell to be served, the state of the server is said to be BUSY, but as soon as the system becomes empty, the state changes to IDLE. The server remains IDLE as long as one of the following events take place. Either a new flow arrives, in which case the server becomes again BUSY and starts serving the new flow, or the idle timer (associated with the idle server) expires, in which case the server is immediately switched OFF. In our model, the length $I_k$ of the idle timer of small cell $k$ is assumed to be independently and exponentially distributed with mean $E[I_k] = 1/\omega_k$. In the latter case, the server remains OFF until a new flow is routed to small cell $k$ and the server is put to the SETUP state. After a setup delay $D_k$, which in our model is assumed to be independently and exponentially distributed with mean $E[D_k] = 1/\delta_k$, the server becomes again BUSY and starts serving the waiting flows.

The state of small cell $k$ at time $t$ is described by the pair $(X_k(t), B_k(t))$, where $X_k(t)$ refers to the number of flows
and \( B_k(t) \) to the state of the server. Note that server \( k \) is

- **BUSY**, if \( X_k(t) > 0 \) and \( B_k(t) = 1 \);
- **IDLE**, if \( X_k(t) = 0 \) and \( B_k(t) = 1 \);
- **OFF**, if \( X_k(t) = 0 \) and \( B_k(t) = 0 \);
- **SETUP**, if \( X_k(t) > 0 \) and \( B_k(t) = 0 \).

We denote the power consumption in these energy states of small cell \( k \) by \( P^{E-\text{STATE}}_k \), and we assume that

\[
0 = P^o_k < P^i_k \leq \min\{ P^{ps}_k, P^b_k \},
\]

where superscripts \( o, i, s, \text{ and } b \) refer to OFF, IDLE, SETUP, and BUSY states, respectively.

The macrocell (0) serves \( K+1 \) different classes of flows. Class 0 refers to those flows that can only be served by the macrocell and class \( k \) to those flows that arrive in the area of small cell \( k \) but are routed to the macrocell. The macrocell itself is modeled by a single server multiclass PS queue, which again implies that flows are scheduled in each time slot so that all resources are given to one flow at a time and the flows are served in a round-robin manner. We assume that the service time \( S_{0,k} \) of an arbitrary flow in class \( k \in \{0,1,\ldots,K\} \) is exponentially distributed with mean \( 1/\mu_{0,k} \).

For the macrocell, we do not apply any sleep state control, but it is a NEVEROFF server (according to the terminology of [18]). Thus, the state of the macrocell at time \( t \) is described by the vector \( X_0(t) = (X_{0,0}(t),X_{0,1}(t),\ldots,X_{0,K}(t)) \), where \( X_{0,k}(t) \) refers to the number of flows in class \( k \). Note that server 0 is

- **BUSY**, if \( |X_0(t)| > 0 \);
- **IDLE**, if \( |X_0(t)| = 0 \),

where

\[
|X_0(t)| = |X_{0,0}(t) + X_{0,1}(t) + \ldots + X_{0,K}(t) |
\]

denotes the total number of flows in macrocell. The power consumption of macrocell is denoted by \( P^{E-\text{STATE}}_0 \), and we assume that

\[
0 < P^i_0 \leq P^b_0.
\]

### III. OPTIMAL LOAD BALANCING PROBLEM

Our objective is to develop dynamic, state-dependent load balancing policies that simultaneously take into account both the power consumption and the delay of the flows. The load balancing policy decides for each arriving flow in the small cells, whether the arrival is served by the local small cell or the macrocell. For our model, optimal policies can be developed in the framework of MDPs [11].

Before discussing the optimization, we state a necessary condition for the stability of the system. As in [10], the macrocell is the bottleneck in the system, because it serves as an overflow system for the arrivals in the small cells, and thus, the maximal stability condition for any load balancing policy is given by

\[
\frac{\lambda_0}{\mu_{0,0}} + \sum_{k=1}^{K} \left( \frac{(\lambda_k - \mu_k)^+}{\mu_{0,k}} \right) < 1. \tag{1}
\]

For the optimization, the cost rates with respect to the performance (delay) and the energy need to be defined first. Let the vector \( x_0 = (x_{0,0}, \ldots, x_{0,K}) \) denote a given state of the macrocell. Similarly, we denote by \( x = (x_1, \ldots, x_K) \) and \( b = (b_1, \ldots, b_K) \) vectors for the number of flows and the state of the server in each small cell. Given that there are \((x_o, x)\) flows in the system, the instantaneous cost rate for the performance, \( c^p(x_0, x) \), is given by

\[
c^p(x_0, x) = \sum_{k=0}^{K} x_{0,k} + \sum_{k=1}^{K} x_{k}, \tag{2}
\]

i.e., it is the total number of flows in the system. For the energy, the instantaneous cost rate, \( c^e(x_0, x, b) \), is the total instantaneous power in the given state and it equals

\[
c^e(x_0, x, b) = 1_{|x_0| = 0} P^i_0 |1_{|x_0| > 0} P^b_0 + \sum_{k=1}^{K} (1_{x_k > 0} P^b_k + 1_{x_k = 0} b_k = 1 P^i_k + 1_{x_k > 0} b_k = 0 P^b_k), \tag{3}
\]

where \( 1_A \) denotes the indicator function of the event \( A \). To characterize the trade-off between performance and energy, the total instantaneous cost rate in state \((x_0, x, b)\), \( c(x_0, x, b) \), is defined as the weighted sum of performance and energy,

\[
c(x_0, x, b) = w_1 c^p(x_0, x) + w_2 c^e(x_0, x, b),
\]

where \( w_1, w_2 \geq 0 \) are the weight parameters.

We denote by \( \pi \) the set of all possible load balancing policies that are stable under the condition (1). For a given policy \( \pi \), let \( E[X^\pi] \) and \( E[P^\pi] \) denote the mean total number of flows in the system and the resulting mean power consumption, respectively. Our objective is to consider the following optimization problem,

\[
\min_{\pi} w_1 E[X^\pi] + w_2 E[P^\pi]. \tag{4}
\]

Note that by dividing (4) with the total arrival rate \( \sum_k \lambda_k \), the objective is, by Little’s law, equal to the weighted sum of the mean flow delay and the mean energy per flow.

### A. Optimal dynamic policy

The optimization problem (4) is an MDP and can be solved numerically iteratively with the policy iteration method [11], as follows. Let \( y \) denote a vector of the entire state of the system, i.e., \( y = (x_0, x, b) \). In the load balancing policy, associated with each state \((x_0, x, b)\) there is a set of actions \( A(y) \) relating to the decisions where the arrivals are routed. Let \( \pi_n \) denote the policy at the \( n \)th iteration step. The iterated policy policy at the next step, \( \pi_{n+1} \), is obtained by solving in each state \( y \) the following optimality equation

\[
\pi_{n+1}(y) = \arg \min_{a \in A(y)} \left( c(y) - \tilde{c}^{\pi_n} + \sum_{y'} q_{y,y'}(a) v^{\pi_n}(y') \right), \forall y, \tag{5}
\]

where \( \tilde{c}^{\pi_n} \) is the mean cost under policy \( \pi_n \), \( q_{y,y'}(a) \) is the transition rate from state \( y \) to state \( y' \) when action \( a \) is taken.
and $v^{\pi_n}(y')$ is the so-called value function of state $y'$ for policy $\pi_n$.

The value function of each state under given policy $\pi$ gives the mean difference in the cost when starting initially the process from the state $y$ and the long term average cost $\bar{c}^{\pi}$. The value function of each state are, on the other hand, characterized by the following set of linear equations

$$c(y) - \bar{c}^{\pi} + \sum_{y'} q_{y,y'}(\alpha^{\pi}(y))(v^{\pi}(y') - v^{\pi}(y)) = 0, \quad \forall y,$$  

(6)

where $\alpha^{\pi}(y)$ is the action taken in state $y$ under policy $\pi$.

The policy iteration algorithm can be started from any stable initial policy $\pi^0$, for which the value functions are first solved from (6). Then the iterated policy $\pi^1$ is obtained from (5), and the process repeats. The policy iteration is guaranteed to converge to the optimal policy in a finite number of iterations [11]. Unfortunately, for the state space consists of $(3K+1)$ dimensions which makes it impossible to solve the optimal policy numerically.

B. Near-optimal FPI policy

In the FPI (First Policy Iteration) approach, the idea is that by selecting the initial policy appropriately the first step of the optimization (5) can be carried out explicitly. Usually this first step already gives the largest improvement, which makes the FPI policy near optimal.

Consider now a probabilistic policy determined by the vector $p = (p_1, \ldots, p_K)$, where each component $p_k$ gives the probability to route the incoming class-$k$ flow to the small cell $k$ and with probability $(1 - p_k)$ the flow is routed to the macrocell. By using a probabilistic policy as the initial policy renders the stochastic behavior of the macrocell and the small cells independent of each other. Thus, the relative value of the state $y = (x_0, x, b)$ can be expressed as

$$v(x_0, x, b) = v_0(x_0) + \sum_{k=1}^{K} v_k(x_k, b_k),$$  

(7)

where $v_0(x_0)$ and $v_k(x_k, b_k)$ are the value functions of the macrocell and small cell $k$, respectively.

A reasonable selection for the initial probabilistic policy is to balance the load in all the cells, as much as possible. We denote this policy by $p^{LB}$. Assume that the classes of the small cells, $k = 1, \ldots, K$, are ordered in a descending order according to the cell loads, i.e., $\lambda_1/\mu_1 > \cdots > \lambda_K/\mu_K$. Note that for all those small cells where the load is already less than the load of the macrocell when serving its own traffic, no traffic can be moved to the macrocell, i.e., the corresponding $p_k^{LB} = 1$. Thus, let $k^*$ denote the index value of the last small cell from which traffic can be moved to the macrocell, i.e.,

$$k^* = \{ \max k = 1, \ldots, K : \lambda_k/\mu_k > \lambda_0/\mu_{0,0} \}.$$  

It is easy to see that the load is then equalized by setting

$$p_k^{LB} = \frac{\mu_k}{\lambda_k} \frac{\lambda_0 + \sum_{k=1}^{k^*-1} \lambda_k}{\lambda_0 + \sum_{k=1}^{K} \mu_k}, \quad k = 1, \ldots, k^*,$$  

$$p_k^{LB} = 1, \quad k = k^* + 1, \ldots, K.$$  

The optimization (5) only concerns the arrival events. Thus, the decision to serve the arrival in small cell $k$ or route it to the macrocell simply consists of evaluating the additional cost of adding the arrival to the small cell or to the macrocell. Due to the separable form of the value function (7), the action to serve the arrival in the macrocell or the small cell $k$ in state $(x_0, x, b)$ is given by

$$a_k^{FPI}(x_0, x, b) = \begin{cases} 
\text{macrocell}, & \text{if } v_0(x_0,0,\ldots,x_{0,k}+1,\ldots,x_{0,K}) - v_0(x_0,0,\ldots,x_{0,k}) < v_k(x_k+1,b_k) - v_k(x_k,b_k) \\
\text{small cell }, & \text{otherwise}.
\end{cases}$$  

(8)

In summary, the main advantage in the FPI approach is that it allows us to systematically construct an optimized dynamic policy, which is near optimal and (almost) fully explicit, as will be seen in the following section. Note that through our results, the FPI policy is also fully specified in the entire state space of the system, i.e., there is no need for any truncation to evaluate the mean cost under the FPI policy by simulation.

C. Value functions

Here we present the main analytical results of the paper: explicit value functions for the performance and energy for the M/M/1-PS DELAYDOFF and multiclass M/M/1-PS models.

1) M/M/1-PS DELAYDOFF: Consider a generic M/M/1-PS DELAYDOFF queue with arrival rate $\lambda$, mean service time $E[S] = 1/\mu$, mean idle timer $E[I] = 1/\omega$, and mean setup delay $E[D] = 1/\delta$. Assume that the system is stable, i.e., $\rho < 1$, where load $\rho = \lambda E[S]$. In addition, let $P^o$, $P^i$, $P^s$, and $P^b$ denote the power consumption in energy states OFF, IDLE, SETUP, and BUSY, respectively.

Proposition 1: For a stable M/M/1-PS DELAYDOFF queue, the relative value function with respect to performance in state $(n,b)$ is given by

$$v^p(n,1) - v^p(0,0) = \frac{E[S]n(n+1)}{2(1-\rho)} - \frac{E[D]n\rho(1+\lambda E[D])}{(1-\rho)(1+\lambda E[D] + \lambda E[I])} - \frac{E[I]\lambda E[D]}{(1-\rho)(1+\lambda E[D] + \lambda E[I])},$$  

$$v^p(n,0) - v^p(0,0) = \frac{E[S]n(n+1)}{2(1-\rho)} + \frac{E[D]n\rho(1+\lambda E[D])}{1+\lambda E[D] + \lambda E[I]} + \frac{E[I](n-1)\lambda E[D]}{(1-\rho)(1+\lambda E[D] + \lambda E[I])}.$$  

Proof: The Howard equations for the system are:

$$-\bar{c}^p + \lambda(v^p(1,0) - v^p(0,0)) = 0,$$  

$$n - \bar{c}^p + \lambda(v^p(n+1,0) - v^p(n,0)) + \delta(v^p(n,1) - v^p(n,0)) = 0, \quad n \geq 1,$$  

where $\delta$ is the difference in the setup cost of the macrocell and small cell.
\[ n - \bar{\sigma} + \lambda(v^p(n + 1, 1) - v^p(n, 1)) + \mu(v^p(n, 1) - v^p(n, 1)) = 0, \quad n \geq 1, \]
\[ -\bar{\sigma} + \lambda(v^p(1, 1) - v^p(0, 1)) + \omega(v^p(0, 0) - v^p(0, 1)) = 0, \]
where \( \bar{\sigma} \) denotes the mean number of flows given by
\[ \bar{\sigma} = E[X] = \lambda E[T] = \frac{\rho}{1 - \rho} + \frac{\lambda E[D](1 + \lambda E[D])}{1 + \lambda E[D] + \lambda E[I]}. \]

Now it is a straightforward task to verify that these equations are satisfied by the proposed relative value function.

**Corollary 1**: For a stable M/M/1-PS DELAYEDOFF queue, the marginal performance cost in state \((n, b)\) is given by
\[ v^p(n + 1, 1) - v^p(n, 1) = \frac{E[S](n + 1)}{1 - \rho} \]
\[ - \frac{E[D]\rho(1 + \lambda E[D])}{(1 - \rho)(1 + \lambda E[D] + \lambda E[I])}, \quad n \geq 0; \]
\[ v^p(1, 0) - v^p(0, 0) = \frac{E[S]}{1 - \rho} + \frac{E[D](1 + \lambda E[D])}{1 + \lambda E[D] + \lambda E[I]}, \]
\[ v^p(n + 1, 0) - v^p(n, 0) = \frac{E[S](n + 1)}{1 - \rho} + \frac{E[D](1 + \lambda E[D])}{1 + \lambda E[D] + \lambda E[I]} + \frac{E[I]E[D]}{1 - \rho(1 + \lambda E[D] + \lambda E[I])}, \quad n \geq 1. \]

**Proposition 2**: For a stable M/M/1-PS DELAYEDOFF queue, the relative value function with respect to the energy in state \((n, b)\) is given by
\[ v^\gamma(n, 1) - v^\gamma(0, 0) = n \cdot \gamma + \frac{E[I][(P^b - P^a) + \lambda E[D](P^b - P^a)]}{1 + \lambda E[D] + \lambda E[I]}, \]
\[ v^\gamma(n, 0) - v^\gamma(0, 0) = n \cdot \gamma + \frac{E[D][(P^a - P^b) + E[I](P^i - P^o)]}{1 + \lambda E[D] + \lambda E[I]} + \frac{E[S][(P^b - P^a) + E[D](P^b - P^o)]}{1 + \lambda E[D] + \lambda E[I]} \]
\[ \gamma = \frac{E[S]E[I]}{1 + \lambda E[D] + \lambda E[I]} + \frac{E[I]E[D]}{1 + \lambda E[D] + \lambda E[I]}. \]

**Proof**: The Howard equations for the system are:
\[ P^o - \bar{\sigma} + \lambda(v^\gamma(1, 0) - v^\gamma(0, 0)) = 0, \]
\[ P^o - \bar{\sigma} + \lambda(v^\gamma(n + 1, 0) - v^\gamma(n, 0)) + \delta(v^\gamma(n, 1) - v^\gamma(n, 0)) = 0, \quad n \geq 1, \]
\[ P^b - \bar{\sigma} + \lambda(v^\gamma(n + 1, 1) - v^\gamma(n, 1)) + \mu(v^\gamma(n, 1) - v^\gamma(n, 0)) = 0, \quad n \geq 1, \]
\[ P^b - \bar{\sigma} + \lambda(v^\gamma(n + 1, 1) - v^\gamma(n, 1)) + \omega(v^\gamma(0, 0) - v^\gamma(0, 1)) = 0, \]
where \( \bar{\sigma} \) denotes the mean power consumption given by
\[ \bar{\sigma} = E[P] = \rho P^b + \frac{(1 - \rho)P^o + \lambda E[D]P^a + \lambda E[I]P^i}{1 + \lambda E[D] + \lambda E[I]}. \]

It is again a straightforward task to verify that these equations are satisfied by the proposed relative value function.

**Corollary 2**: For a stable M/M/1-PS DELAYEDOFF queue, the marginal energy cost in state \((n, b)\) is given by
\[ v^\gamma(n + 1, 1) - v^\gamma(n, 1) = \gamma, \quad n \geq 0; \]
\[ v^\gamma(1, 0) - v^\gamma(0, 0) = \gamma + \frac{E[D][(P^a - P^o) + E[I](P^i - P^o)]}{1 + \lambda E[D] + \lambda E[I]}, \]
\[ v^\gamma(n + 1, 0) - v^\gamma(n, 0) = \gamma, \quad n \geq 1, \]
where \( \gamma \) is defined in Proposition 2.

The explicit value functions for the M/M/1-PS DELAYEDOFF model are novel results and not available in the literature. The results in Corollary 1 and 2 are used when evaluating the marginal cost of serving the flow in small cell \( k \), in (8). In the marginal cost expressions of Corollary 1 and 2, the arrival rate in small cell \( k \) after the initial policy is \( \lambda_k = p_k^{LB} \lambda \).

Also, observe that in Corollary 1, the marginal cost with respect of the performance has a linear cost with respect to the number of jobs, i.e., similarly to the JSQ rule (Join-the-Shortest-Queue), but in addition there is a positive or negative constant factor depending on whether the server is in sleep/setup state or busy state. Thus, it is from the future cost better to keep an already busy server busy than to wake it up, which is also logical. On the other hand, by Corollary 2, the marginal energy cost is interestingly constant and does not depend on busy/setup state, unless the server is switched off.

2) **MULTICLASS M/M/1-PS NEVEROFF**: Consider a generic multiclass M/M/1-PS NEVEROFF queue with \( K + 1 \) classes of customers indexed by \( k = 0, 1, \ldots, K \). Let \( \lambda_k \) and \( E[S_k] = 1/\mu_k \) denote the arrival rate and the mean service time for class \( k \), respectively. In addition, let \( \lambda = \lambda_0 + \lambda_1 + \ldots + \lambda_K \) denote the total arrival rate and
\[ E[S] = \frac{1}{\lambda}(\lambda_0 E[S_0] + \lambda_1 E[S_1] + \ldots + \lambda_K E[S_K]) \]
refer to the mean service time over all the customers. Assume that the system is stable, i.e., \( \rho < 1 \), where load \( \rho = \lambda E[S] \).
Finally, let \( P^i \) and \( P^b \) denote the power consumption in energy states IDLE and BUSY, respectively.

**Proposition 3**: For a stable multiclass M/M/1-PS NEVEROFF queue, the relative value function with respect to performance in state \( n = (n_0, n_1, \ldots, n_K) \) is given by
\[ v^p(n) - v^p(0) = \sum_{k=0}^{K} a_k(n_k^2 + n_k) + \sum_{k=0}^{K-1} \sum_{\ell=k+1}^{K} 2a_{k,\ell}n_k n_\ell, \]
where the coefficients $a_k$ and $a_{k,\ell}$ ($k < \ell$) are solved from the following system of linear equations:

$$
1 + 2 \sum_{i=0}^{K} \lambda_i a_{k,i} - 2 \mu_k a_k = 0, \quad 0 \leq k \leq K; \\
1 + \sum_{i=0}^{K} \lambda_i (a_{k,i} + a_{\ell,i}) - (\mu_k + \mu_\ell) a_{k,\ell} = 0, \\
0 \leq k < \ell \leq K,
$$

with notations $a_{k,k} = a_k$ and $a_{k,\ell} = a_{\ell,k}$ for any $k, \ell$.

**Proof:** The general result for a multiclass M/M/1-PS NEVEROFF queue was proved in [13].

**Proposition 4:** For a stable multiclass M/M/1-PS NEVEROFF queue, the relative value function with respect to energy in state $\mathbf{n} = (n_0, n_1, \ldots, n_K)$ is given by

$$
v^e(\mathbf{n}) - v^e(\mathbf{0}) = \sum_{k=0}^{K} E[S_k]|n_k|(P^b - P^i),
$$

where $\mathbf{0} = (0,0,\ldots,0)$ is the null vector.

**Proof:** The Howard equations for the system read as follows:

$$P^i - v^e + \sum_{k=0}^{K} \lambda_k (v^e(\mathbf{e}_k) - v^e(\mathbf{0})) = 0,$$

$$P^b - v^e + \sum_{k=0}^{K} \frac{n_k \mu_k}{n_0 + \ldots + n_K} (v^e(\mathbf{n} - \mathbf{e}_k) - v^e(\mathbf{n})) + \sum_{k=0}^{K} \lambda_k (v^e(\mathbf{n} + \mathbf{e}_k) - v^e(\mathbf{n})) = 0, \quad \mathbf{n} \neq \mathbf{0},$$

where $\mathbf{e}_k$ is a unit vector into direction $k$ and $v^e$ denotes the mean power consumption given by

$$v^e = E[P] = \rho P^b + (1 - \rho)P^i.$$

It is again a straightforward task to verify that these equations are satisfied by the proposed relative value function. 

**Corollary 3:** For a stable multiclass M/M/1-PS NEVEROFF queue, the marginal cost with respect to energy in state $\mathbf{n} = (n_0, n_1, \ldots, n_K)$ is given by

$$v^e(\mathbf{n} + \mathbf{e}_k) - v^e(\mathbf{n}) = E[S_k]|(P^b - P^i)|,$$

where $\mathbf{e}_k$ is the unit vector into direction $k$.

The explicit form of the value function for the energy part in the multiclass M/M/1-PS model is a again novel result and not available in the literature. The results in Proposition 3 and Corollary 3 are used when evaluating the additional cost of serving the flow in the macrocell in (8). Note that after the initial policy each class $k = 1, \ldots, K$ has arrival rate $\lambda_k = (1 - p_k^{LB}) \lambda$.

As the value function for the performance has a quadratic form, see Proposition 3, it is clear that the marginal performance cost $v^b(\mathbf{n} + \mathbf{e}_k) - v^b(\mathbf{n})$ has in general a linear form.

On the other hand, by Corollary 3, the marginal energy cost is constant.

## IV. Constrained Optimization Problem

In Section III the performance-energy tradeoff was characterized by a weighted sum of the performance and the energy (4). In this formulation, defining appropriate weights in a given setting may be difficult. Instead, a more natural characterization of the tradeoff can be to consider the following constrained optimization formulation: the objective is to determine the policy $\pi$ that minimizes the energy consumption subject to a constraint of the maximum mean delay $T^{\max}$.

$$\min_{\pi} E[X^\pi] \quad \text{s.t. } 1 + \frac{1}{\sum_k \lambda_k} E[X^\pi] \leq T^{\max},$$

where the instantaneous costs for the performance and energy are given by (2) and (3), respectively. Note that above again Little’s result has been applied in the delay constraint.

The optimization problem (9) can be analyzed as a constrained MDP [15], [16] by applying standard Lagrangian techniques. The idea is to introduce the so-called Lagrange parameter $\beta \geq 0$, and consider the following form for the immediate costs

$$c(x_0, x; \beta) = c^b(x_0, x) + \beta c^e(x_0, x, b).$$

In this way, for any given fixed value of $\beta$, the problem is in fact a standard unconstrained MDP with a weighted objective function (4) as defined in Section III, and the optimal policy $\pi^*(\beta)$ can be obtained by using, e.g., the policy iteration algorithm. Assuming that a feasible solution to (9) exists, there exists an optimal $\beta^*$ such that the resulting policy $\pi^*(\beta^*)$ is also the optimal solution to (9), or it may be that to satisfy the constraint in (9) as an equality, the optimal policy is an appropriately randomized policy between two policies associated with $\beta^*_L$ and $\beta^*_R$, such that $E[X^\pi(\beta^*_L)]/\sum_k \lambda_k < T^{\max}$ and $E[X^\pi(\beta^*_R)]/\sum_k \lambda_k > T^{\max}$, respectively, see [16], [15].

We have applied the following simple iterative algorithm to determine $\beta^*$, similarly as in [19]. Let $n$ here denote the iteration round. Given the current value $\beta_n$ at the $n^{th}$ iteration, the next value $\beta_{n+1}$ is obtained from

$$\beta_{n+1} = \beta_n + \frac{1}{n} \left( \frac{E[X^\pi(\beta_n)]}{\sum_k \lambda_k} - T^{\max} \right).$$  

The iteration is stopped after a given number of iterations. Additionally, for each value of $\beta_n$, due to the high dimensionality of the state space in our problem, the policy iteration cannot be iterated until the optimal policy is found. Instead, we apply only the FPI policy for which the explicit expressions have been given in Section III for the weighted cost. Also due to the enormous size of the state space, the performance and energy costs are obtained through simulation. This gives us finally the near optimal policy and the simulated solution to the original constrained optimization problem (9).

To illustrate the constrained optimization approach, we consider the simple model with one small cell with the following parameters: $E[I] = 1, E[D] = 0.1, \lambda_1 = 12.6, \mu_1 = 18.73, P_1^b = P_1^i = 100, P_1^p = 70$ and $P_2^p = 0$. In the macrocell, there
are thus two classes with following parameters: $\lambda_0 = 2$, $\mu_{0,0} = 12.34$, $\mu_{0,1} = 6.37$, $P^b_0 = 1000$ and $P^i_0 = 700$. Figure 1 illustrates the policy iteration and the iteration with respect to $\beta$. In the figure, we show the result of the convergence of the policy iteration for the first three values of $\beta$. The initial value of $\beta$ corresponds to the curve labeled 1 and on the x-axis the policy iteration convergence is shown as a function of the iteration count. In this case, the policy converged with 3 iterations. Then $\beta$ is adapted according to (10) and the policy iteration is applied until convergence, see curve labeled 2, etc. In this small example, the policy iteration can be numerically evaluated until convergence. Later in our numerical results this is not possible due to the enormous state space and we apply the FPI policy only, which is then simulated to obtain the cost. However, observe that the largest improvement is always obtained with the first step of the policy iteration, i.e., the FPI policy, and the reduction in cost after that is marginal. Thus, we can argue that the FPI policy is indeed near optimal.

V. NUMERICAL RESULTS

Here, we study the performance of proposed policies through simulation runs. We consider a system consisting of one macro and four small cells. Small cells can be in a sleep state where they do not consume power. Otherwise, power consumption of small cell $k$ in the busy, setup and idle states are $P^b_k = P^i_k = 100$ and $P^s_k = 70$ W, respectively. The macro cell consumes 1000 W when it is busy and 700 W when idle.

Service rate for a request originating from within a small cell is $\mu_k = 18.73$ s$^{-1}$ if it is served by the small cell, and $\mu_{0,k} = 6.37$ s$^{-1}$ if offloaded to the macro. Additionally, the macro cell also serves users that are outside the coverage area of the small cells with a rate $\mu_0 = 12.34$ s$^{-1}$, obtained by assuming file sizes of 5 Mb and typical measured mean channel qualities, see [10] for more detailed justifications. In the entire simulation study we set arrival rate in the macro cell to $\lambda_0 = 2$ s$^{-1}$, and systematically choose small cell arrival rates so that the load on the small cell is 0.05, 0.2, 0.32, and 0.5.

We study the impact of mean idle timer ($E[I]$) and mean setup delay ($E[D]$) on the performance of the proposed FPI policy. We start by considering unconstrained minimization of the weighted sum cost in the following section and then the constrained problem.

A. Weighted sum cost

Figure 2 shows the weighted sum cost of mean response time and mean power consumption as a function of idle timer for two mean setup delay values, $E[D] = 1$ (upper figure) and $E[D] = 0.05$ (lower figure), and weight $\beta = 0.01$, i.e., $w_1 = 1$ and $w_2 = 0.01$. That is, the employed policy is $\pi^{\text{FPI}(0.01)}$. The FPI policy is guaranteed to decrease the cost relative to the initial policy, which is the static load balancing policy. In this setting, the reduction in the cost is typically approximately 10%, e.g., with $E[D] = 1$ and $E[I] = 0$ at load $\rho = 0.5$ the corresponding static LB cost is 50.5, while the cost of the FPI policy is 46. However, the gain can be significantly affected by the choice of weight parameter $\beta$; decreasing $\beta$ would increase the gain.

A more important aspect here is the impact of the mean idle timer. When setup delay is long, weighted sum cost decreases as a function of idle timer except at low load. Similarly in the short setup delay case, weighted sum cost remains monotonous as a function of idle timer, and whether it is an increasing or decreasing function depends on the load. Even though the unit on the x-axis in Figure 2 is the mean interarrival time (in log-2 base), these properties remain the same even if the curves would be shown as a function of the absolute value of the mean idle timer. Thus, in this scenario with FPI policy, the optimal configuration (with respect to idle timer) is either...
NEVEROFF or INSTANTOFF, with low load and short setup delay favoring INSTANTOFF. The results indicate that the general theoretical result that in a single energy-aware M/G/1-PS queue the optimal value of the idle timer is always either zero or infinity, see [17], applies also in this more complex setting without Poisson arrivals (FPI policy makes arrivals at each queue non-Poisson) for the ERWS cost function.

B. Constrained optimization

Figure 3 illustrates mean response time and mean power consumption of the system under $\pi^{FPI}(\beta^*)$ policy as a function of average idle timer on small cells with $E[D] = 1$. The system behaves more intuitively with respect to mean response time, that is, the longer the cells are allowed to wait in idle state the shorter the response time will be on average. We also observe that largest improvements in mean response time are achieved for average idle timer values between 0.5 and 3 times the mean inter-arrival time. However, for a very light load (0.05 in the figure), longer idle timer has no effect as the policy puts all the traffic in the macro cell.

For points above the delay constraint (red solid line), the policy selects $\beta = 0$, as this is the best we can do to force mean response time as close as possible to the delay constraint under the given idle timer value. However, as soon as idle timer value is high enough so that the constraint is met, the policy starts to minimize mean power by selecting a $\beta^*$ value different from zero, which explains the less steep decrease in mean response time near the constraint.

Now we focus on the power consumption plot in Figure 3. For the smallest load value of 0.05, the policy uses the macro cell only. In this case, mean power consumption is not affected by the choice of idle timer value, as long as it is finite, i.e., they are not configured as NEVEROFF. For load values 0.2, 0.32, and 0.5, the average power consumption decreases as idle timer increases. This looks counter-intuitive as shorter idle timers should enable the small cells to go to sleep more frequently, which should result in reduced average power. However, all three load values are too large to be handled by the macro cell alone, which means sleeping small cells will need to be started frequently. Idle power is avoided by putting cells to sleep, only to be followed by a higher power consumption in the setup state. The effect is amplified by the fact that setup delay is much longer than the average inter-arrival time (and hence the idle timer) resulting in a system that consumes more power than its energy-aware counterpart.

Therefore, for the given setup delay value, the optimal configuration is either INSTANTOFF or NEVEROFF. INSTANTOFF is optimal when load is low enough so that small cells can be switched off completely, whereas NEVEROFF is optimal in all other cases.

We further investigate the impact of setup delay by keeping all other parameters and considering a very short mean setup delay value of $E[D] = 0.05$, which is in the same order as the service time in the small cells. Figure 4 shows mean response time and mean power of such a system.

The mean response time curve roughly exhibits the same behavior as discussed above. However, mean power increases as a function of idle timer except for some discontinuities (explained below). With the setup delay being very short, the high setup power has less impact on the mean power.
compared to the idle power, which makes the INSTANTOFF configuration of small cells an optimal choice for minimizing energy. However, looking back at the mean response time plot, the response time constraint enforces a non-zero idle timer for most of the load values. In this case, a DELAYEDOFF configuration will be optimal with the idle timer set to the smallest value that satisfies the response time constraint.

Notice the discontinuities in the mean power curves. When idle timer is too small, the mean response time does not meet the constraint, which leads to $\beta > 0$. But when the idle timer is long enough, so that the constraint is met with something to spare we start optimizing with respect to mean power, which explains the discontinuities. Note also that for the lowest load scenario, all idle timer values give feasible mean response times resulting in a smooth mean power curve.

VI. CONCLUSIONS

We have considered energy efficient load balancing in a system consisting of a macrocell with several small cells inside its coverage area. The system is modeled as a set of parallel queues consisting of a multiclass M/M/1-PS queue, representing the always-on macrocell, and each small cell is characterized by an energy-aware M/M/1-PS queue with a sleep state and setup delay. As an additional control feature, the model of the small cells included an idle timer, which is used for controlling how long the small cell waits after the end of a busy period until it falls into sleep state.

By applying the theory of MDPs and the first step of the policy iteration method, we developed a near optimal policy for the performance-energy trade-off. Our main contribution was the derivation of the explicit forms of the value functions for the energy and performance, which yields the FPI policy. The explicit form of the FPI policy yielded insights to the general properties of the (near) optimal policy: the marginal performance cost has a JSQ-like linear dependence on the number of flows in the macrocell and small cell models and an additional constant cost in the small cell model reflecting the server state, while the marginal energy cost is constant both in the macrocell and small cell models. The FPI policy was initially derived by characterizing the performance-energy tradeoff as the weighted sum of performance and energy. We also showed how the same FPI policy can be applied through Lagrangian techniques in a constrained MDP setting, as well, where the objective is to minimize the energy subject to a performance constraint. In our numerical studies, we focused on the impact of the idle timer. In the case of the weighted sum objective function, the optimal timer value appears to be either zero or infinite. However, in the constrained optimization a finite idle timer can be optimal when the setup delay is short enough relative to the service times.

Possibilities for future research are many. On the algorithmic side, one research direction can be to seek for simple heuristic policies that achieve nearly the same performance as the FPI policy. Generalizations worth investigating include analyzing the impact of non-exponential service time distributions as well as interference between the base stations. However, these extensions are analytically very difficult to handle but simulations can be used to this end.
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