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ABSTRACT: The efficiency of Cu(In,Ga)Se_{2} (CIGS)-based solar cells can be markedly improved by controlled introduction of alkali metal (AM) atoms using post-deposition treatment (PDT) after CIGS growth. Previous studies have indicated that AM atoms may act as impurities or agglomerate into secondary phases. To enable further progress, understanding of atomic level processes responsible for these improvements is required. To this end, we have investigated theoretically the effects of the AM elements Li, Na, K, Rb, and Cs on the properties of the parent material CuInSe_{2}. First, the effects of the AM impurities in CuInSe_{2} have been investigated in terms of formation energies, charge transition levels, and migration energy barriers. We found that AM atoms preferentially substitute for Cu atoms at the neutral charge state. Under In-poor conditions, AM atoms at the In site also show low formation energies and are acceptors. The migration energy barriers show that the interstitial diffusion mechanism may be relevant only for Li, Na, and K, whereas all the AM atoms can diffuse with the help of Cu vacancies. The competition between these two mechanisms strongly depends on the concentration of Cu vacancies. We also discuss how AM atoms can contribute to increasing Cu-depleted regions. Second, AM atoms can form secondary phases with Se and In atoms. We suggest a mechanism for the secondary phase formation following the PDT process. On the basis of the calculated reaction enthalpies and migration considerations, we find that mixed phases are more likely in the case of LiInSe_{2} and NaInSe_{2}, whereas formation of secondary phases is expected for KInSe_{2}, RbInSe_{2}, and CsInSe_{2}. We discuss our findings in the light of experimental results obtained for AM treatments. The secondary phases have large energy band gaps and improve the morphology of the buffer surface by enabling a favorable band alignment, which can improve the electrical properties of the device. Moreover, they can also passivate the surface by forming a diffusion barrier. Overall, our work points to different roles played by the light and heavy AM atoms and suggests that both types may be needed to maximize their benefits on the solar cell performance.

1. INTRODUCTION

The development of the chalcopyrite Cu(In,Ga)Se_{2} (CIGS)-based solar cell devices started fully in the 1970s at Bell Laboratories. The efficiencies of the first solar cells were on the order of 12%. Since those times, the solar cell devices have been improved in several phases related to the different advances in the growth process and materials development1−15 increasing the efficiency to the present record efficiency of 22.6% obtained at ZSW.1,3

The new high-efficiency CIGS films are typically grown by coevaporation of the individual elements on flexible plastic substrates4 or on heated soda lime glasses (SLG).5 In order to achieve high efficiencies, incorporation of alkali metal (AM) atoms in the so-called post-deposition treatment (PDT) is required in both processes,6,7 although when using the SLG substrate Na and to a lesser extent also K diffuse from the substrate into the CIGS absorber layer.7,8 In the PDT process, alkali fluorides are evaporated on top of the absorber layer under a selenium atmosphere. The resulting Na and K concentrations in the absorber layer are typically about 0.1%. The effect of Na and K PDT as well as that of Rb and Cs on the electronic properties of the CIGS material was recently investigated experimentally.2,3 The positive effect of Na is understood to follow from the increase of the p-type conductivity and the ensuing increase in the open-circuit voltage.5 K improves also the surface morphology, allowing thinner CdS buffer layers with smaller optical losses.9 The above-mentioned record efficiency of 22.6% was obtained by Jackson et al. by applying Rb-PDT to absorbers on SLG. However, in spite of the extensive research, the microscopic origin of the efficiency improvement is still unknown.1

Atom probe tomography (APT) has revealed that regardless of the doping method, AM atoms accumulate preferably at the grain boundaries and near the absorber surface.10−12 Several experiments2,7,13,14 have pointed out that these regions become simultaneously Cu-depleted. The existence and the increase of Cu-depleted regions can be explained by the out-diffusion of Cu atoms and in-diffusion of AM atoms.9 This was also proposed to underlie the increased p-type conductivity after Na PDT.15,16 At an elevated PDT temperature Na atoms may substitute for Cu atoms in the bulk absorber. Afterward, at a lower temperature, Na atoms diffuse to the absorber surface because of the low Na solubility. The resulting Cu vacancies lead to increased p-doping. Information about AM diffusion can be obtained from X-ray photoelectron spectroscopy (XPS),17 secondary ion mass spectroscopy (SIMS) measurements,7 and
SIMS combined with APT. The measured activation energies for Na inside the CIGS grains are low, 0.32, 0.36, and 0.37 eV, which enables their efficient diffusion during the PDT.

Several experimental and theoretical works associate the positive effect of AM doping of the CIGS absorber with the formation of secondary phases. The binding of Na atoms after Na deposition to the CIGS surface has been investigated experimentally by Klein et al. This XPS experiment revealed formation of the Na$_2$Se phase during Na deposition. On the other hand, phases containing K, In, and Se have been found simultaneously with In$_2$Se$_3$ on top of the CIGS layer. The existence of Na$_2$Se, K$_2$Se, and NaInSe$_2$ phases has also been predicted theoretically.

The electronic effects of Li, Na, and K on the CuInSe$_2$ have already been investigated by first-principles modeling based on the density functional theory (DFT). The calculations show that Li, Na, and K occupy preferably Cu sites as substitutional neutral impurities or positively charged impurity pairs, but they do not reveal any direct way how Li$_2$, Na$_2$, and K-related defects could affect the p-type doping or the efficiency of the CIGS solar cells. Moreover, the identification of the most abundant impurity configurations depends strongly on whether the elemental AM phases or secondary phases are used to determine the AM chemical potentials. To the best of our knowledge, no calculations for Rb and Cs impurities have been reported to date.

DFT modeling has also been used to study the diffusion of AM impurities in CuInSe$_2$. The vacancy mechanism for Na diffusion in the bulk has been suggested to dominate the interstitial migration mechanism, because the migration barrier (0.3–0.35 eV) of the substitutional Na to the neighboring Cu vacancy is lower than that for an interstitial Na (0.5 eV). The model based on vacancy migration barriers is supported also by the experimental observation that a large concentration of Cu vacancies accumulates close to the surface and forms with In$_{\text{Cu}}$ antisites ordered defect compounds (ODCs). Oikonen et al. note also that after a Na atom has substituted for a Cu atom, the Cu atom may diffuse using the interstitial mechanism with a migration barrier of only 0.2 eV. Thus, on the atomic level, there would be two diffusion fluxes in opposite directions. According to Maeda et al., Li and K prefer to diffuse via the vacancy mechanism, with migration energies of 0.61 and 0.25 eV, respectively. The diffusion mechanisms for other AM impurities, as well as their migration barriers, are poorly understood.

In this work, we present a comprehensive modeling study on the behavior of AM atoms in the CuInSe$_2$ absorber layer during PDT to fill in gaps in the existing knowledge and provide a consistent set of results. We have employed DFT calculations within the hybrid functional scheme. We have calculated formation energies of AM-related point defects, such as different substitutional impurities and interstitials, as well as dumbbells substituting Cu. Moreover, in order to understand the evolution of AM distributions during the PDT, migration barriers for AM impurities have been determined for the vacancy and interstitial diffusion mechanisms. The migration barriers show nonlinear trends along the AM column from Li to Cs, which are due to a decrease in the tendency for bond forming along an increase of the ionic size.

In addition, the feasibility of secondary phase formation has been investigated. A mechanism for the secondary phase formation during the PDT process is suggested, on the basis of calculated heats of formation. Finally, we have calculated the properties of the secondary phases. The results support the notion that the formation of secondary phases may be responsible for changes in the electronic structure and the morphology of the absorber layer.

The structure of the paper is as follows. Computational methods are described in the Computational Details section. Chemical potentials determined for AM atoms under different growth conditions, the ensuing formation energies of AM-related point defects, and the migration barriers are given and discussed in the Alkali Metal Impurities section. We give a short conclusion about AM incorporation into the absorber layer in the section titled Alkali Metal Incorporation into the Absorber Layer. The formation and properties of secondary phases are dealt with in the Secondary Phases section. Conclusions about the competition between formation of secondary phases and formation of impurities are given in the Secondary Phases vs Impurities section. The results are summarized and discussed in the Conclusions section.

2. COMPUTATIONAL DETAILS

The impurity formation energies for AM atoms were derived from the equation

$$E_{\text{f}i} = E_{\text{tot},i} - E_{\text{tot}} - \sum_j n_i \mu_j + q(E_i + E_{\text{f}i}) + E_{\text{corr}}$$

where $E_{\text{tot},i}$ is the total energy of a supercell with the AM impurity of type $i$, $E_{\text{tot}}$ is the total energy of the corresponding pristine supercell, $\mu_j$ is the chemical potential of the atom of type $j$, $q$ is the charge state of the impurity, $E_i$ is the Fermi level measured from the valence band maximum (VBM) $E_v$ and $E_{\text{corr}}$ is a correction to artificial electrostatic interactions arising from the supercell approximation.

The defect concentrations in the dilute limit are then evaluated simply from

$$c_i \approx \exp(-E_{\text{f}i}/k_B T)$$

where $k_B$ is the Boltzmann constant and $T$ is the operating temperature. It yields the concentrations per relevant lattice site types. In order to estimate only the order of magnitude, we do not consider the geometry-related prefactor or the entropy related to ionic vibrations.

The total energy calculations were carried out in the framework of DFT, using the VASP program package. In our recent work, we presented a careful investigation into the role of various computational parameters for accurately predicting properties of native point defects in CuInSe$_2$. For the present work, we adopted the same computational parameters. In particular, defects were modeled using a 128-atom supercell, which is sufficiently large to prevent significant wave function overlap and also to reduce the spurious electrostatic errors in the case of charged defects. The latter were efficiently corrected by using the method proposed by Freysoldt et al. To improve the calculated band gap and to reduce the self-interaction error, the Heyd–Scuseria–Ernzerhof (HSE06) hybrid functional was used, with the standard mixing and screening parameters. A plane wave cutoff energy of 455 eV was used and the Brillouin-zone integration was performed with a $2 \times 2 \times 1$ Γ-centered $k$-point mesh.

To be consistent with the defect calculations, heats of formation, and consequently chemical potentials, of the competing phases were also calculated using the HSE06
functional with similar plane wave cutoffs and converged k-point meshes, which depend on the sizes of the primitive cells.

The calculations for migration barriers of AM impurities in the absorber layer were carried out by using the climbing image nudged-elastic-band method (CI-NEB). Due to the computational cost, these calculations were performed using a smaller 64-atom supercell with the $4 \times 4 \times 4$ k-point set. Moreover, the CI-NEB optimization was done with the PBE exchange–correlation functional, but the energies for the initial, the saddle point, and the final geometries were then recalculated using the HSE06 functional.

3. RESULTS AND DISCUSSION

3.1. Alkali Metal Impurities. 3.1.1. Chemical Potential Diagrams of Alkali Metal (Indium) Selenides. The defect formation energies (eq 1) and, consequently, their equilibrium concentrations depend sensitively on the chemical potentials of the elements. In the present work, we used the knowledge about the secondary phase formation to determine the chemical potentials of AM atoms, as well as all other elements. More detailed descriptions about the secondary phase formation and the properties of the different phases are given later in section 3.2.

The stability diagrams for the secondary phases of AM atoms were obtained by using the formation enthalpies of different AM compounds (AlkInSe$_2$ and Alk$_2$Se, where Alk denotes the different AM species), CuInSe$_2$, and In selenides, as compiled in Table 1. We note that the experimental values correspond to room temperature, whereas the calculations are for 0 K. While little experimental data are available, previous calculations have indicated that the HSE06 functional yields heats of formation generally in a good agreement with the experimental values.

On the basis of the results in Table 1, NaInSe$_2$ is less likely to form than other AlkInSe$_2$ compounds studied. Formation enthalpies ($\Delta H_f$) of Na$_2$Se, K$_2$Se, Rb$_2$Se, and Cs$_2$Se (Alk$_2$Se) compounds are nearly similar, while that for Li$_2$Se indicates a higher stability.

The Alk–In–Se and Cu–In–Se stability diagrams are shown in Figure 1 and they illustrate the ranges of chemical potentials at which certain compounds are the most stable ones. Moreover, each point in, for example, the AlkInSe$_2$ stability region corresponds to a set of chemical potentials satisfying the thermodynamic equilibrium condition

$$\Delta \mu_{\text{Alk}} + \Delta \mu_{\text{In}} + 2\Delta \mu_{\text{Se}} = \Delta H_f(\text{AlkInSe}_2)$$

A boundary condition for each of the components is $\Delta \mu_i \leq 0$, where $\Delta \mu_i$ is the difference between the chemical potentials of the element in the compound and in the stable elemental phase.

The stability areas are nearly similar for NaInSe$_2$ and LiInSe$_2$ and then they increase toward CsInSe$_2$. This means that KInSe$_2$, RbInSe$_2$, and CsInSe$_2$ are stable over broader ranges of experimental conditions than LiInSe$_2$ and NaInSe$_2$. This is also evident from the calculated formation enthalpies. Previous investigations have suggested that Alk$_2$Se and AlkInSe$_2$ phases may be present at the absorber surface and at the grain boundaries. This is in agreement with the calculated stability diagrams.

In order to cover different corners of the stable areas and thereby give a good indication of the attainable variations of the formation energies, we chose three different chemical potential sets for each of the AlkInSe$_2$ compounds, one corresponding the equilibrium with Alk$_2$Se and two with AlkInSe$_2$. The corresponding points on the CuInSe$_2$ stability diagram were also calculated. The cornerpoints are labeled as A, B, and C, and they are defined as follows.

**Cornerpoint A: Se-Rich, Cu-Rich, In-Poor, Alk-Rich.** We first adopted a Se-rich atmosphere. The equilibrium with Alk$_2$Se immediately determines the AM chemical potential, and for Cu, we chose the equilibrium with CuInSe$_2$ and Cu$_2$Se. The chemical potential of In was obtained from the equilibrium with CuInSe$_2$. Thus,

$$\Delta \mu_{\text{Se}} = 0$$

$$\Delta \mu_{\text{Alk}} = (\Delta H_f(\text{Alk}_2\text{Se}) - \Delta \mu_{\text{Se}})/2$$

$$\Delta \mu_{\text{Cu}} = (\Delta H_f(\text{Cu}_2\text{Se}) - \Delta \mu_{\text{Se}})/2$$

$$\Delta \mu_{\text{In}} = \Delta H_f(\text{CuInSe}_2) - \Delta \mu_{\text{Cu}} - 2\Delta \mu_{\text{Se}}$$

**Cornerpoint B: Se-Rich, Cu-Poor, In-Rich, Alk-Poor.** Next, we adopted again a Se-rich atmosphere. In addition, we assumed an equilibrium with AlkInSe$_2$ and CuInSe$_2$, which leads to a dependence between $\Delta \mu_{\text{Alk}}$ and $\Delta \mu_{\text{Cu}}$. To determine the Cu chemical potential, we first set In to be in equilibrium with AlkInSe$_2$ and In$_2$Se$_3$ and then applied the equilibrium condition with CuInSe$_2$. As a result,

$$\Delta \mu_{\text{Se}} = 0$$

$$\Delta \mu_{\text{In}} = (\Delta H_f(\text{In}_2\text{Se}_3) - 3\Delta \mu_{\text{Se}})/2$$

$$\Delta \mu_{\text{Cu}} = \Delta H_f(\text{CuInSe}_2) - \Delta \mu_{\text{In}} - 2\Delta \mu_{\text{Se}}$$

$$\Delta \mu_{\text{Alk}} = \Delta H_f(\text{CuInSe}_2) - \Delta H_f(\text{AlkInSe}_2) + \Delta \mu_{\text{Cu}}$$

**Cornerpoint C: Se-Poor, Cu-Rich, In-Rich, Alk-Rich.** In this case, the AM chemical potential is still obtained from the equilibrium with AlkInSe$_2$ and CuInSe$_2$. We took the conditions for Cu, In, and Se from the maximally In-rich point at the top-right corner of the CuInSe$_2$ stability area, which at the same time corresponds to Cu-rich and Se-poor conditions. Thus,

Table 1. Formation Enthalpies (in eV) of AM (Indium) Selenides Calculated Using the HSE06 Functional

<table>
<thead>
<tr>
<th>Compound</th>
<th>calc (HSE06)</th>
<th>exp$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>In$_2$Se</td>
<td>−2.99</td>
<td>−3.57</td>
</tr>
<tr>
<td>InSe</td>
<td>−1.28</td>
<td>−1.22</td>
</tr>
<tr>
<td>CuInSe$_2$</td>
<td>−2.38</td>
<td>−2.12</td>
</tr>
<tr>
<td>LiInSe$_2$</td>
<td>−4.05</td>
<td></td>
</tr>
<tr>
<td>NaInSe$_2$</td>
<td>−3.73</td>
<td></td>
</tr>
<tr>
<td>KInSe$_2$</td>
<td>−4.17</td>
<td></td>
</tr>
<tr>
<td>RbInSe$_2$</td>
<td>−4.23</td>
<td></td>
</tr>
<tr>
<td>CsInSe$_2$</td>
<td>−4.34</td>
<td></td>
</tr>
<tr>
<td>Li$_2$Se</td>
<td>−4.19</td>
<td></td>
</tr>
<tr>
<td>Na$_2$Se</td>
<td>−3.55</td>
<td></td>
</tr>
<tr>
<td>K$_2$Se</td>
<td>−3.62</td>
<td></td>
</tr>
<tr>
<td>Rb$_2$Se</td>
<td>−3.49</td>
<td></td>
</tr>
<tr>
<td>Cs$_2$Se</td>
<td>−3.47</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Experimental values, where available, are taken from ref 37.
These chemical potential sets are also shown in Figure 1 within the Alk−In−Se stability diagrams and within the Cu−In−Se stability diagram.

3.1.2. Impurity Formation Energies. The formation energies of AM impurities calculated in this work are plotted in Figure 2 as a function of the Fermi energy. The results are shown for all the chemical potential sets A, B, and C discussed above (see Figure 1). Overall, the formation energy differences between Li and Na are smaller than 0.5 eV, after which the formation energies increase steadily from Na to Cs.

All the AM atoms prefer to accumulate on the Cu sublattice. This finding is largely independent of the chemical potential set chosen. Low formation energies for AM impurities on the Cu site can be associated with the weak covalent bond between the Cu and Se atoms.38,39 AM atoms in the Cu sublattice are electronically inactive, neutral defects for all the Fermi level positions. Despite being neutral, by neutralizing the Cu vacancy acceptors, they can affect the charge carrier concentrations.

On the In site, all AM atoms behave as acceptors with charge states varying from 0 to −2, as could have been expected from a simple electron counting. The −2 charge state leads to a rapid decrease of the formation energies with the increasing Fermi energy, in which case In substitutions become even more stable than Cu substitutions. This is particularly true in the In-poor conditions A. Consequently, these defects produce one or two transition levels in the band gap, which can be detrimental to device properties. Here our results are in contrast with the previous results by Oikkonen et al.23 and Ghorbani et al.24 They predicted that NaIn produces just one transition level or has only one stable charge stage. The difference may be explained by the different supercell sizes and electrostatic correction schemes used. In most cases, the (0/−1) charge transition level is located more than 0.1 eV above the VBM, and thus, the defects cannot be classified as shallow acceptors. The only exception is RbIn, for which we did not find a stable neutral charge state. While these defects can contribute to the increased p-type doping, it is worth noting that VIn is also an acceptor with the charge state varying from −1 to −3. Thus, if In vacancies are already present in the sample, filling them with AM atoms essentially leads to compensation by +1e and thereby to a reduced p-type doping.

AM atoms can also substitute Se. The formation energies for different AMs are similar, because of similar lattice relaxations in all cases. The substitutional LiSe and NaSe have formation energies higher than the other defects under all chemical conditions. K, Rb, and Cs might occupy Se sites under Se-poor conditions with formation energies comparable to those of AM impurities in the Cu site. However, the concentrations of these defects remain low because the formation energies of the substitutional atoms are more than 1.2 eV.

Furthermore, AM atoms, especially Li and Na, have small ionic radii and can accumulate on interstitial sites. We tested three possible sites and found that the tetrahedral configuration is the most stable configuration for Na, K, Rb, and Cs, whereas the octahedral configuration is more preferable for Li. The energy difference between the octahedral and tetrahedral positions increases with the size of the AM atom, because of the relaxation energy component. The (tetragonal) interstitial defects always have higher formation energies than AM atoms at the Cu site, but the difference remains roughly constant over the AM series. Our formation energies for the interstitial Na and K interstitial defects agree with the previous results by Oikkonen et al.23 and Ghorbani et al.24 As might be expected, the AM atoms can easily donate their lone s-electron and thus always exhibit the +1 charge state.
The dumbbell configurations of all the AM atoms act as donors, because their only stable states have the +1 charge. However, only the Li and Na dumbbells have formation energies low enough so that they could affect the electronic structure of CuInSe₂. This is in contrast to the findings by Oikkonen et al., and Ghorbani et al., who found that dumbbells have very low formation energies. This is due to their choice of the AM chemical potentials taken from the elemental phases, whereas we have chosen to use the Alk₂Se or AlkInSe₂ phases, which should better correspond to the experimental conditions.

3.1.3. Impurity Migration Barriers.

In order to better understand the rate at which AM atoms migrate inside the grains during the different PDT steps, knowledge of the relevant energy barriers for defect migration is required. In the present section we consider two different diffusion mechanisms for AM atoms. In the vacancy mechanism, AM impurities, which we found to accumulate on the Cu sublattice, migrate to the nearest-neighbor Cu vacancy. The importance of the AM vacancy diffusion mechanism in the CIGS absorber layer has been underlined by several recently published theoretical works., The second possibility is the migration of AM atoms via the interstitial mechanism. The elemental step of this mechanism is the jump of an AM atom from a tetrahedral position through an octahedral site to another tetrahedral position. The vacancy mechanism depends on the Cu vacancy concentration, and thus, the mechanism is sensitive to the Cu deficiency of the absorber layer.

**Vacancy Diffusion Mechanism.** The calculated migration barriers for the AM atoms from Li to Cs within the vacancy mechanism are shown in Figure 3. The migration barrier for Li is much higher than those for the other AM atoms, which likely reflects the low formation energy of the substitutional LiCu defect observed above. The obtained value of 0.63 eV is in a good agreement with the result by Maeda et al., The migration barrier for Na is 0.32 eV, which fits well to the previous theoretical results by Oikkonen et al., and Maeda et al., as well as to the experimental results. For K, the migration barrier is 0.18 eV, i.e., still decreasing from the value for Na. A similar trend was observed by Maeda et al., Rb has a migration
barrier of 0.24 eV, close to that of K, and Cs has a barrier of 0.37 eV, close to that of Na. Comparison with Figure 2 reveals that the barriers cannot be deduced simply from the formation energy difference between the alkali on the Cu site and on the tetragonal interstitial site.

Na, K, Rb, and Cs have migration barriers smaller than 0.4 eV, indicating rapid migration already at room temperature, i.e., much below the PDT temperature. The migration barrier is somewhat higher for Li, indicating modest diffusion at room temperature but significant diffusion at the PDT temperature.

For Li and Na, the migration barriers are wider than those for the three heavier AM elements considered. In order to understand the different shapes of the migration barriers for the light (Li and Na) and the heavy (K, Rb, Cs) AM atoms, as well as the trend in the barrier heights, we calculated electron density differences

\[ \Delta \rho = \rho(\text{CuInSe}_2 + \text{AlkCu} + \text{VCu})^{-1} - \rho(\text{Alk})^{-1} - \rho(\text{CuInSe}_2 + 2\text{VCu})^{-2} \]  

(4)

where \( \rho(\text{CuInSe}_2 + \text{AlkCu} + \text{VCu}) \), \( \rho(\text{Alk}) \), and \( \rho(\text{CuInSe}_2 + 2\text{VCu}) \) are the electron density of the CuInSe\(_2\) host with a substituting AM atom and a neighboring Cu vacancy, an AM ion in vacuum, and the CuInSe\(_2\) bulk with two Cu vacancies, respectively. The (CuInSe\(_2\) + 2VCu) system is calculated with the same geometry as the (CuInSe\(_2\) + AlkCu + VCu) system, but without the AM atom. In eq 4, the charge states of different components are indicated and they show that the integrated electron density difference vanishes.

The electron density difference for the Li impurity, when it moves from the substitutational position to tetrahedral one, is shown in Figure 4. The substitutional Li makes strong bonds with the four nearest-neighbor Se atoms (Figure 4a). Then the Li atom moves out of the Cu site, which breaks a bond with one Se atom (Figure 4b). Energy is required to break the bond, and therefore, the Li energy barrier rises steeply in Figure 3 with the Li displacement from the Cu site.

The charge depletion region near the Li atom increases strongly toward the third position close to the tetrahedral site (Figure 4c). Due to changes in the charge distribution, the energy increases. Finally, in the tetrahedral site the Li ion has a tendency to create six bonds with the next-nearest-neighbor Se atoms (Figure 4d). However, these bonds are weak compared to those with the nearest-neighbor Se atoms in the Cu site and the migration barrier has a maximum in the tetrahedral site between the two Cu vacancies.

The behavior of the vacancy migration barrier for Na is similar to that for Li, but the barrier is lower than that for Li. In contrast, the K–Se bonds are weaker and there is no energy increase due to bond breaking when the K ion moves away from the Cu vacancy (Figure 4f). Therefore, the migration barrier does not rise until in close proximity of the tetrahedral site, where the Pauli repulsion between ion cores increases. The decrease of the migration barrier from Li to K reflects the decreasing tendency of these ions to form bonds with Se atoms in the CuInSe\(_2\) host. The Na impurity exhibits a behavior similar to that of Li, but the bonds with Se atoms are weaker. This correlates with the smaller ionization potential of Na. When going further down in the AM row in the periodic table, the tendency toward bond making, as well as the ionization potential, decrease. After K the migration barrier increases to Rb and further to Cs. This reflects the increasing ionic radius and the ensuing increasing Pauli repulsion between the ion cores.

**Interstitial Diffusion Mechanism.** The migration barriers between two tetrahedral sites via an octahedral site in the CuInSe\(_2\) chalcopyrite structure are shown in Figure 5. The migration barriers for Li and Na have a global and a local energy minimum at the octahedral site, respectively. In contrast, for the heavier AM atoms, the highest energy along the path is close to the octahedral position. The migration barrier for Na is 0.53 eV, which agrees with the value obtained by Oikkonen et al.
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Figure 5. Migration barriers for Li, Na, K, Rb, and Cs within the
interstitial diffusion mechanism. The PBE functional has been used in
the CI-NEB calculation. The stars denote the barrier values calculated
with the HSE06 functional using the atomic configurations determined
by the PBE functional. The end points (0.0 and 1.0) of the paths
correspond to two neighboring tetrahedral sites. The middle point
(0.5) corresponds to the octahedral site between the two tetrahedral
sites.
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The equilibrium impurity concentrations can be estimated for stoichiometric CuInSe2 at the PDT temperature of 350 °C2
from eq 2. For NaCu, the formation energy varies between 0.38
eV (B and C conditions) and 0.47 eV (A condition). The
former results in 0.08% (0.02 atom %) of Na in the Cu
sublattice sites, i.e., in a reasonable agreement with experiment.
When the Na chemical potential is taken from the Na2Se phase
(A condition), this corresponds to roughly 0.004 atom % of Na.
For K, Rb, and Cs, the minimum formation energies are 1.25,
1.61, and 2.12 eV, respectively. At the PDT temperature, this
leads to only about 2 × 10−9 atom % of K and much less of Rb
or Cs. Thus, their concentration in the grain interior of
stoichiometric CuInSe2 should be negligible. LiCu has an
extremely low formation energy, and a very large concentration
of LiCu is expected. Since the defect concentrations would no
longer correspond to the dilute limit, calculating concentrations from
eq 2 is not appropriate.
The attainable AM concentration depends also on kinetic
factors. We found that Li, Na, and K can migrate via both the
interstitial and the vacancy mechanisms. The vacancy
mechanism obviously requires a high enough concentration of
vacancies. Moreover, vacancies can trap interstitial AM atoms
and thus limit the diffusion via the interstitial mechanism but
also reduce the number of Cu vacancies available for the
vacancy mechanism. Therefore, it is expected that the dominant
mechanism depends strongly on the amount of Cu vacancies in
the CuInSe2 layer, although on the basis of our calculations we
cannot estimate the borderline concentration. One should also
note that the migration barrier for Cu within the vacancy
mechanism (i.e., the Cu vacancy migration barrier) is quite
high, 1.1 eV (the migration barrier for interstitial Cu is
relatively low, 0.2 eV).27 Irrespective of the dominant
mechanism, we can conclude that Li, Na, and K diffuse
relatively easily in both stoichiometric and Cu-poor CuInSe2.
Rb and Cs, on the other hand, can only diffuse in Cu-poor
material.

Experimental results indicate that Na produces p-type
conductivity in CIGS.2,6,40,41 Nowadays, there are at least
four possible explanations for this. First, the annihilation of the
compensating donor defects, such as InCu.42 Second, the
enhancement of the concentration of the acceptor-type defects,
such as NaIn.43 Third, passivation of Se vacancies at grain
boundaries through activation of oxygen atoms.10,11 Fourth, an
increase in the Cu-vacancy concentration, by Na out-diffusion
during the washing up process.15,16

Our results for Na are in agreement with the previous studies
and thus do not rule out any of the above explanations. The
situation is less clear in the case of the other AM
elements.3,15,16,22,44 but based on our calculations, we obtain
trends for the AM series. Light AM atoms should enhance the
processes described in the first and fourth explanations. On the
basis of our bulk results of AM atoms, we cannot conclude on
the third explanation. The results are largely similar for all AM
atoms when considering that the only direct way to obtain
increased hole concentrations is the AM atom substitution of In
sites, but this could only be achieved under In-poor growth
conditions and n-type samples.

On the basis of the low migration barriers, similar in- and
out-diffusion of AM could happen also for Li and K. However,
the low (equilibrium) concentration of KCu would limit the
effect of K on the materials properties inside the grains. In the
Experimental results indicate that heavier alkali metals displace the lighter ones. Our results above allow us to consider what would happen when several different AM atoms are present in stoichiometric samples. We consider a situation where initially an AM atom of type A is in a Cu site and of type B is in an interstitial site. Thereafter, their positions are swapped, leading to a reaction depending on the relative stabilities of the AM atoms in the substitutional and interstitial sites

\[ A_{\text{Cu}} + B_{\text{int}} \rightarrow A_{\text{int}} + B_{\text{Cu}} + \Delta H \]  

(5)

A positive value indicates exothermic ion exchange. The reaction is also aimed to model a two-step PDT process, where the first step is carried out with the element A and the second with the element B. The reaction energies \( \Delta H \) are listed in Table 2. The lower triangle corresponds to a case where the first PDT step is carried out with a lighter element than the second step. Most of the values are positive, showing that heavier elements indeed prefer to displace lighter elements into interstitial sites, which is in agreement with the experimental findings. The only outlier in the data is Cs vs K and Rb. Due to the big atomic radius of Cs, the energy difference between the interstitial and substitutional sites is small, which leads to the negative values. However, since the presence of Cs (and to a smaller extent also Rb) interstitials is expected to be small, this case may not be relevant. We also stress that, although giving probable trends, our conclusions are in principle only valid for stoichiometric CuInSe\(_2\). It is most obvious that the majority of the experimentally observed ion exchange events take place close to the surface or grain boundaries or within the Cu-poor regions of the grains. We briefly speculate on the latter situation in section 3.2.4, while the former case is beyond the scope of the present study.

In this section, we alluded that the concentrations of AM-related defects increase when the concentration of pre-existing Cu vacancies is high. Moreover, a region with a very large concentration of AM impurities may be unstable against phase segregation and could thereby lead to formation of secondary phases. These issues will be discussed in the following section.

3.2. Secondary Phases. In this section, we consider possible mechanisms for formation of secondary phases during the PDT process, present the corresponding calculated reaction energies, and evaluate the tendency for the phases to mix or segregate with CulinSe\(_2\). Once we find out which of the possible secondary phases are likely predominant, we discuss their properties to understand their effect on the device functionality and to aid in surface characterization experiments.

3.2.1. Model of the PDT Process. To investigate the possible chemical processes occurring in the CIGS solar cell absorber layer during PDT, we calculated chemical reaction enthalpies. As the kinetics in these reactions are likely very complex, at this point we do not consider reaction barriers and thus we have no access to the reaction rates. The enthalpy \( \Delta H \) of the reaction \( A + B \rightarrow C + D \) is determined by the equation

\[ \Delta H = \Delta H_A + \Delta H_B - \Delta H_C - \Delta H_D \]  

(6)

where \( \Delta H_A \), \( \Delta H_B \), \( \Delta H_C \), and \( \Delta H_D \) are the formation enthalpies of the corresponding reactants or products. Accordingly, the reaction can occur spontaneously if the difference between the total enthalpy of the reactants (A and B) and that of the products (C and D) is positive. Formation enthalpies of possible AlkInSe\(_x\) compounds as calculated using the HSE06 functional are listed in Table 1.

The PDT process involves coevaporation of AM fluoride in the form of monomers and other small fragments to the surface under a Se atmosphere. As a first step, we consider AM fluoride monomers reacting with Se as

\[ 6\text{AlkF} + 4\text{Se} \rightarrow 3\text{Alk}_2\text{Se} + \text{Se}_2 + \Delta H \]  

(7)

The enthalpy of this reaction is 2.93, 3.95, 2.12, 1.49, and 0.27 eV for Li, Na, K, Rb, and Cs, respectively. Hence, all these reactions will occur in a Se-rich atmosphere. It has been observed that due to possible desorption, the F concentration on the CIGS surface after PDT is small, and therefore, in the following we concentrate on AlkInSe\(_x\).

The next step is the reaction between the Alk\(_2\)Se and the absorber layer. To obtain the first estimate for the relative stability between Alk\(_2\)Se and AlkInSe\(_x\) phases, we consider the following reaction, where AM atoms substitute Cu in CulinSe\(_2\), and the Cu reacts with the Se atmosphere to form Cu\(_2\)Se. Alternatively, one can consider In extracted from CulinSe\(_2\), with Cu\(_2\)Se remaining

\[ \text{Alk}_2\text{Se} + 2\text{CuInSe}_2 \rightarrow 2\text{AlkInSe}_2 + \text{Cu}_2\text{Se} + \Delta H \]  

(8)

Formation of the AlkInSe\(_x\) phase and the Cu\(_2\)Se precipitates is possible for K, Rb, and Cs with reaction enthalpies of 0.61, 0.85, and 1.10 eV, respectively. In contrast, formation of Alk\(_2\)Se is more favorable than that of AlkInSe\(_x\) for Li and Na, because of negative reaction enthalpies of –0.22 and –0.21 eV, respectively. We note that this essentially depends on the In chemical potential. For instance, if we assume an equilibrium with In\(_2\)Se\(_3\), i.e., Alk\(_2\)Se + In\(_2\)Se\(_3\) \( \rightarrow \) 2AlkInSe\(_x\), \( \Delta H \) we obtain positive reaction energies for all AMs, i.e., 0.94, 0.94, 1.76, 2.00, and 2.25 eV for Li, Na, K, Rb, and Cs, respectively.

If we consider the above reaction of eq 8 to proceed gradually via AM atom substitution for a small fraction of Cu only in CulinSe\(_2\), this would lead to formation of the mixed phase Alk\(_x\)Cu\(_{1-x}\)InSe\(_2\) as

\[ \frac{x}{2}\text{Alk}_2\text{Se} + (1 - x)\text{CuInSe}_2 \rightarrow \text{Alk}_x\text{Cu}_{1-x}\text{InSe}_2 + \frac{x}{2}\text{Cu}_2\text{Se} + \Delta H \]  

(9)

The mixed phase is the phase with the CulinSe\(_2\) crystal structure with alkali metal impurities. In contrast to it, separate phases may have different crystal structures and AM atoms agglomerate to the secondary phases, leaving the CulinSe\(_2\) matrix without any changes. The energy for this reaction is in fact the same as the formation energy of the substitutional Alk\(_x\)Cu\(_{1-x}\) defect in the A condition in Figure 2, because the reaction describes the substitution of a Cu atom by an AM atom. Curiously, the formation energies show that a significant
concentration of AM substitution, and thereby mixing, is only possible with Li or Na, despite the fact that these elements prefer Alk₂Se phases over AlkInSe₂.

3.2.2. PDT on the Cu-Deficient Region. The absorber surface is often Cu-poor already before application of PDT. Reactions between the AlkSe and the Cu-poor layer may again lead to formation of mixed compounds, but with the AM atoms simply filling the pre-existing Cu vacancies

$$ \frac{x}{2} \text{Alk}_x\text{Se} + Cu_{(1-x)}\text{InSe}_2 $$

$$ \rightarrow \text{Alk}_xCu_{(1-x)}\text{InSe}_2 + \frac{x}{2}\text{Se} + \Delta H $$

(10)

The energy of the Cu-poor compound and the energies of the compounds with small amounts of AM impurities were calculated as above, using a 128-atom supercell with one vacancy or one AM atom on the Cu site, yielding a AM concentration of $x \approx 0.03$. eq 10 corresponds to the calculation of the formation energy of AlkCu in the A-condition, but with the Cu vacancy as the reference system. The calculated reaction enthalpies (per one AM atom) are now 0.90, 0.62, −0.20, −0.56, and −1.07 eV for Li, Na, K, Rb, and Cs, respectively. The positive values for Li and Na mean that they will readily fill all the available Cu vacancies, unless limited by the diffusion rate. For K, the value is only slightly negative, and thus, a large K concentration can be reached in the Cu-deficient region, 0.6 atom % at the PDT temperature. For Rb, this leads to about 0.001 atom % at the PDT temperature, and thus, its effect is already minor. For Cs, the concentration is negligible even at the PDT temperature. Thus, in the Cu-poor region, formation of at least a thin layer of AlkInSe₂ or Alk₂Cu₁₋ₓInSe₂ appears likely in the case of Li, Na, and K.

Irrespective of how mixed or separated phases are formed kinetically, it is useful to investigate how stable they are on given conditions. Mixed compounds can dissociate under high PTD temperature (about 650 K) to AlkInSe₂ and pure CuInSe₂ in regions with a high concentration of AM atoms, i.e., near the surface and close to the grain boundaries. To this end, we consider the reaction

$$ \text{Alk}_x\text{Cu}_{(1-x)}\text{InSe}_2 \rightarrow x\text{AlkInSe}_2 + (1-x)\text{CuInSe}_2 + \Delta H $$

(11)

Earlier, a similar reaction for the formation of the NaInSe₂ secondary phase was suggested by Wei et al. The enthalpy of the reaction (per formula unit) for $x \approx 0.03$ is 0.0013, 0.0102, 0.0488, 0.0637, and 0.0836 eV for Li, Na, K, Rb, and Cs, respectively. In good agreement with our model (eq 9), it was observed that K-PDT on stoichiometric CIGS leads to formation of Cu₂Se secondary phase, which was very detrimental for the device properties. However, this could be avoided by carrying out the PDT on a Cu-poor surface (eq 11).

In order to compare our results with experiments, we also have to take the mixing entropy into account and to calculate the temperature dependence of the miscibility of the AlkInSe₂ alloy with the CIGS layer in different proportions. We use the concept of the mixing parameter for alloys with small concentrations of a given AM and assume that the parameter is constant throughout the concentration region considered. The mixing parameter $\Omega$ is defined for an alloy by the equation

$$ \Delta H_{mix} = x(1-x)\Omega $$

where $\Delta H_{mix}$ is the mixing enthalpy that can be explicitly evaluated from eq 11 at $x \approx 0.03$ (corresponding to a 128-atom supercell). Within the mixing parameter model of eq 12, the free energy $F(x,T)$ of the system of mixed phases can be calculated analytically as

$$ F(x,T) = \Delta H_{mix}(x) - TS(x) $$

(13)

where $T$ is the temperature and $S(x)$ is the entropy for a random binary alloy

$$ S(x) = -k_B[x \ln(x) + (1-x) \ln(1-x)] $$

(14)

The binodal line for the phase separation on the $(x,T)$-plane is obtained by requiring that the first derivative of free energy is zero. We have ignored the vibrational entropy contributions to mixing. While the qualitative changes should be unaffected, small changes may arise in the case of Li and Na with small mixing enthalpies.

The binodal lines in logarithmic scale for all the AM alloys are shown in Figure 6. For a typical PDT temperature of 350°C, mixed Li₄Cu₁₋ₓInSe₂ is predicted to be stable for any value of $x$, whereas mixed Na₄Cu₁₋ₓInSe₂ is stable only when $x < 10^{-5}$. At a larger $x$, phase segregation should take place. Experimentally, maximum Na concentrations observed are on the same order, about 0.1 atom % ($x \sim 4 \times 10^{-5}$), in a fair agreement. For K, Rb, and Cs, on the other hand, mixed phases are not stable under typical PDT conditions.

Taking the energy for AlkInSe₂ in eq 11 from the chalcopyrite phase could also be a reasonable choice. For instance, Muzzillo et al. successfully grew Cu₁₋ₓKₓInSe₂ alloys for different values of $x$. For $0 < x < 0.58$, the structure was tetragonal chalcopyrite, while at $x = 1$ it was monoclinic, similarly to previous reports. We found that the heat of formation for KInSe₂ in the chalcopyrite phase is only 0.13 eV lower than in the monoclinic phase. Such a small difference means that the binodal curve in Figure 6 is hardly affected by the adopted phase. On the other hand, it also means that due to the small energy gain, the drive toward changing the crystal structure is small. Our results suggest that the grown alloys are metastable and should eventually prefer to phase separate.
3.2.3. Structural and Electronic Properties of Secondary Phases. Atomic structures of the AlkInSe2 compounds are presented in Figure 7. LiInSe2 has several stable structures with similar formation enthalpies, but we chose the chalcopyrite structure because it would naturally arise when substituting Cu in CuInSe2 by an AM atom. Delafossite NaInSe2 has a layered structure in which In is bonded to six Se atoms in an octahedral configuration (similar to, e.g., SnSe2), and Na⁺ ions are located in the gaps of the negatively charged InSe2 layers. However, we found that the chalcopyrite structure of the NaInSe2 compound is more stable, but the difference in the heat of formation is only 0.07 eV. The compounds with K, Rb, and Cs exhibit monoclinic layered structures in which In and Se atoms form chalcopyrite-like skeletons against which the AM atoms relax from the chalcopyrite Cu sites. In these monoclinic structures, the four Alk−Se bonds have slightly different lengths. Due to the similar In−Se bond arrangements, the formation enthalpies of LiInSe2, KInSe2, RbInSe2, and CsInSe2 are also similar (see Table 1).

The lattice parameters for the AlkInSe2 compounds are compared with those for CuInSe2 in Table 3. We present in Figure 7. LiInSe2 has several stable structures with similar In compared with those for CuInSe2 in Table 3. We found that the chalcopyrite structure of the NaInSe2 compound is more stable, but the difference in the heat of formation is only 0.07 eV. The compounds with K, Rb, and Cs exhibit monoclinic layered structures in which In and Se atoms form chalcopyrite-like skeletons against which the AM atoms relax from the chalcopyrite Cu sites. In these monoclinic structures, the four Alk−Se bonds have slightly different lengths. Due to the similar In−Se bond arrangements, the formation enthalpies of LiInSe2, KInSe2, RbInSe2, and CsInSe2 are also similar (see Table 1).

The unit cells of KInSe2, RbInSe2, and CsInSe2 are larger than that of CuInSe2. However, as shown in Figure 7, the structures are similar to CuInSe2 when viewed along the [110] direction, with a corresponding lattice constant of 5.78 eV ≈ 8.17 Å. KInSe2 has a lattice constant very close to this. The lattice constants of RbInSe2 and CsInSe2 are slightly larger, but should still lead to less than 2% strain. The structure of delafossite NaInSe2 is rather different from the chalcopyrite CuInSe2 and may thus be unlike to form also due to the incoherent interface that would be formed between the precipitate and the substrate.

The calculated band gaps are also listed in Table 3. Unfortunately, very little experimental data are available for comparison. The band gaps for AlkInSe2 compounds vary between 2 and 3 eV; i.e., they are clearly larger than those for CuInSe2 and CuGaSe2. In support to our results, a large surface band gap of 2.52 eV has been observed experimentally by Handick et al.22 after Na and K PDTs. Band gaps for the cubic Alk2Se compounds are close to the band gaps for AlkInSe2. If present at the absorber surface, while probably harmless for the optical properties, the AM compounds can have significant effects on the electronic characteristics of the device by introducing barriers that impede charge carrier transport or by modifying the band alignment.35 On the other hand, they may be beneficial in passivating the CuInSe2 surface or grain boundaries to prevent Cd in-diffusion or Cu out-diffusion.

3.2.4. Secondary Phases vs Impurities. Here we summarize and compare our results concerning both AM impurities and secondary phases.

In the case of Cu-poor CuInSe2, Li, Na, and K would prefer to fill the pre-existing Cu vacancies, which can lead to formation of mixed AlkCu1−xInxSe2 compounds. Moreover, the migration barriers for the vacancy mechanism are relatively low for all the AM atoms. We predict that the mixed phase of...
Alk$_x$Cu$_{1-x}$InSe$_2$ compounds is stable for Na with $x \leq 0.1$ atom % and for Li with all $x$ values under typical PDT conditions. Since the Alk$_x$Se compound tends to be more stable than AlkInSe$_2$ for Na and especially for Li, even if AlkInSe$_2$ is formed, it may reduce to Alk$_x$Se (eq 8). This could consequently lead to formation of In-rich/Cu-poor phases. In the case of K, Rb, and Cs, phase separation is expected. This view is based on total energy calculations of the bulk phases and on the high formation energies of the related defects in both the stoichiometric and Cu-deficient regions. It is not clear how deep in the Cu-poor phase AM atoms can diffuse and what their concentrations are before phase separation starts to take place. Consequently, since AlkInSe$_2$ leads to a lower AM chemical potential than Alk$_x$Se, the supply of AM atoms inside the grain diminishes and the formation energies of AM defects increase. That is, AlkInSe$_2$ passivates the surface. Moreover, if the phase separation occurs so that excess Cu is pushed deeper into the grain and the ensuing vacancies are filled with AM atoms, this would decrease the Cu deficiency in the grain interior.

In the case of stoichiometric CuInSe$_2$, secondary phase formation may take place right at the surface, where energetics can differ from that in the bulk. We think that the AM concentrations inside grains should follow more closely to those predicted from the formation energies. Only Li, Na, and K have migration barriers low enough to allow diffusion deeper into the grains. With all this information at hand, we can speculate on what would happen in grains which are Cu deficient at the outer regions and nearly stoichiometric in the interior. As mentioned above, all the AM atoms can diffuse in the Cu-poor region and there also their formation energies are low. Consequently, there should be AM atom influx, at least when assuming that secondary phase formation at the surface is avoided. On the other hand, diffusion of AM atoms from the Cu-poor region to the stoichiometric region becomes limited by the fact that the formation energy for an AM atom at the Cu site is much lower than that at the interstitial site. Consequently, AM atoms would accumulate in Cu sites near the boundary between the Cu-depleted region and the almost-stoichiometric CIGS. The concentration profile of the AM elements reported by Jackson et al. supports this idea. Putting it all together, (i) Li and Na can behave as impurities at significant concentrations anywhere in the grains of the absorber material. They have low formation energies at the Cu site and at the interstitial sites and low migration barriers. At higher concentrations, they can remain in the mixed phase instead of forming secondary phases. (ii) K, Rb, and Cs have stronger tendencies toward formation of secondary phases, as evidenced by the binodal line (or high defect formation energies) and the overall low heats of formation in comparison with the competing phases. The process may occur at the surface, or after sufficient absorption of AM into the Cu-poor region, which can occur since the formation energies at the pre-existing Cu vacancies are low and the AM atoms can migrate via the vacancy mechanism.

Thus, our results support the notion that different AM atoms can have different effects on the improvement of the solar cell characteristics. In the ref 3, the best devices were obtained by the RbF PDT process for absorbers on SLG (containing Na). We propose that lighter elements behave as impurities and contribute to the increased p-type doping, while the heavier elements are more prone to forming secondary phases that can passivate the surface.

4. CONCLUSIONS

The latest efficiency improvements in thin-film CIGS solar cells are obtained by evaporation of AM atoms, typically AM fluorides, on the CIGS surface. According to experimental evidence, light and heavy AM atoms affect the properties of the CIGS material via different types of processes. In the present work, we studied effects of AM atoms (Li, Na, K, Rb, and Cs) in the CuInSe$_2$ grain interior. We calculated the formation and migration energies of the AM impurities and the heats of formation of several secondary phases that can be formed during the AM-PDT. On the basis of our results, we proposed a model for the PDT process and discussed the temperature-dependent solubilities of AlkInSe$_2$ secondary phases in the bulk CuInSe$_2$.

The light AM atoms Na and Li act as impurities in the grain interior, in contrast to the heavier AM atoms, K, Rb, and Cs, which favor formation of secondary phases expected to occur initially at grain boundaries or close to the surface. The effect of an AM impurity on the electronic structure of the absorber depends on its composition. For instance, substitutional Alk$_x$ impurities have low formation energies at In-poor conditions and can act as acceptors, whereas AM impurities in other sites are donors or electrically neutral. Our findings are supported by experimental results for concentrations of AM atoms and their migration barriers.

In addition to acting as substitutional impurities, AM atoms may affect the structure of the absorber through different kinetic processes. AM atoms prefer to migrate via the vacancy mechanism, while light AM elements can move via the interstitial mechanism also. Moreover, the migration barriers do not increase monotonously from Li to Cs. The trends predicted reflect the decrease of the tendency to make chemical bonds and the increase in the ionic radius toward heavier AM atoms. In order to reach final conclusions about the preferable migration mechanism in the actual absorber material, more information about AM atom migration barriers at the grain boundaries and inside the Cu-poor phase is required.

On the basis of the calculated heats of formation and the free energy of mixing, Li and Na are found to form mixed phases with CuInSe$_2$, whereas K, Rb, and Cs have a stronger tendency toward formation of secondary phases in the form of AlkInSe$_2$. We suggest that these can lead to passivation of the surface and the grain boundaries, by hindering the diffusion of elements in the Cu sublattice, and modification of the electronic structure by the wide band gap of these phases.

Our work shows that the light (Li, Na) and heavy (Rb, Cs) AM atoms have distinct effects on the structure of the absorber. K is in between and may partially serve in both roles. Once the absorber atomic structures are known, the next step is to assess their effect on absorber properties (such as electrical conductivity, absorbanace, and carrier life times) and the solar cell performance as a whole.
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