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This paper studies the end-to-end (e2e) data rate of dual-hop Decode-and-Forward (DF) infrastructure relaying under different resource allocation schemes. In this context, we first provide a comparative analysis of the optimal resource allocation scheme with respect to several other approaches in order to provide insights into the system behavior and show the benefits of each alternative. Then, assuming the optimal resource allocation, a closed form expression for the distribution of the mean and outage data rates is derived. It turns out that the corresponding mean e2e data rate formula attains an expression in terms of an integral that does not admit a closed form solution. Therefore, a tight lower bound formula for the mean e2e data rate is presented. Results can be used to select the most convenient resource allocation scheme and perform link dimensioning in the network planning phase, showing the explicit relationships that exist between component link bandwidths, SNR values, and mean data rate.

1. Introduction

The mobile communication systems are constantly evolving due to increasing demand for higher data rates, better coverage, and improved services. For example, there are almost 7.6 billion mobile subscriptions enabled globally by cellular network operators by first quarter (Q1) of 2017. It is observed that currently there are 3.9 billion mobile smartphone subscriptions, 4.6 billion mobile broadband subscriptions, and 2.1 billion Long Term Evolution (LTE) subscriptions which are expected to reach to 6.8 billion, 8.3 billion, and 5 billion, respectively, by year 2022 [1]. Moreover, it is expected that the global mobile data traffic will be 49 exabytes monthly by 2021 [2]. Moreover, the Internet-of-Things (IoT) and E-health services are the emerging drivers along with the other growing range of vertical applications and business models [3].

The increasing demand for better data rates and coverage has led to stringent performance requirements for radio access networks. Since relaying is seen as a promising technology to improve the mobile networks coverage and capacity, Relay Nodes (RNs) are expected to form an integral part of the future mobile network infrastructure. Accordingly, relaying has been included in standards of Third-Generation Partnership Project (3GPP) Long-Term Evolution Release 10 and beyond (LTE-Advanced), and it is also expected to play a key role in the 5th-generation (5G) networks.

Relaying technologies can be classified into several groups according to their operation modes. This paper focuses on the so-called infrastructure (fixed) relaying, which assumes that the locations of the RNs are selected by the cellular network provider in the network planning phase to extend the cellular coverage and enhance the capacity of the mobile network within its coverage area [4]. Due to that, the transmission power of infrastructure RNs is usually kept constant to keep under control the harmful cochannel interference towards the adjacent cells. Infrastructure relays can be broadly divided into two groups: Amplify-and-Forward (AF) and Decode-and-Forward (DF). In AF, RNs directly amplify the signal that is received from/to the base station (BS)
Contributions. The main contributions of this paper are threefold. Firstly, we carry out a comparative analysis of several resource allocation schemes; that is, conventional RA (where the RL and AL equally share the time resources), fixed RA (where the RL and AL resources are proportionally allocated according to their corresponding mean data rates), and optimal RA (where the RL and AL resources are allocated according to the instantaneous data rates in each link). Secondly, assuming the optimal RA scheme is used, we derive a closed form expression for the probability distribution function for the mean and outage data rate of the two-hop DF relaying system. Finally, when using the optimal RA scheme, the mean e2e data rate attains an expression in terms of an integral that does not admit closed form solution. Therefore we derive a tight lower bound formula that approximates the mean e2e data rate performance successfully.

The rest of the paper is organized as follows: Section 2 presents the system model and the corresponding channel modeling assumptions. Section 3 explains the different RA schemes to be studied, characterizing the differences between conventional RA, fixed RA with/without buffering, and optimal RA. Closed form expressions that characterize the instantaneous, mean, and outage data rates of the DF relaying system with optimal RA are presented in Section 4. Conclusions are drawn in Section 5, whereas future extensions of the research done in this paper are briefly discussed in Section 6.

2. System Model

The two-hop relay system that is considered in this paper is shown in Figure 1. In this model, the communication between UE and BS always takes place using the RN as an intermediate node. A radio frame of duration $T$ is assumed, where communication resources are time-shared between both AL and RL assuming an infinitesimal granularity. Half-duplex operation is considered, that is, RN cannot transmit and receive information simultaneously; hence, $T = T_r + T_s$, where $T_r$ and $T_s$ correspond to the time allocated to the RL and AL transmission, respectively.

Hereafter, the subscripts “r” and “a” are used to refer to the RL and AL, respectively. The achievable data rate that each link is able to support depends on its allocated bandwidth and received SNR. Thus, according to Shannon’s formula, the achievable rate during the Transmission Time Interval (TTI) that corresponds to each radio frame is given by

$$R_r = W_r \log_2 (1 + \gamma_r),$$

$$R_a = W_a \log_2 (1 + \gamma_a),$$

where $W_r$ and $W_a$ correspond to the bandwidth allocated to each link, and $\gamma_r$ and $\gamma_a$ represent instantaneous SNR values, which are assumed to be constant during each TTI but may vary between TTIs according to fast fading statistics. In infrastructure relaying, RNs form a fixed part of the network and their locations are carefully planned during the deployment phase, such that a strong Line-of-Sight (LoS) component exists towards the serving BS with high enough probability. Indeed, channel models for practical systems do consider scenarios where LoS component exists in the relay link, for example, [26]. In these communication scenarios, low variability in the SNR of the RL is expected and, hence, a Ricean distribution can be used to model the fast fading component of the wireless channel in the RL [27, 28]. In the AL, on the other hand, a Non-Line-of-Sight (NLoS) condition is considered as UE location is typically random and variable; hence, a Rayleigh distribution can be used to model the fast fading component of the wireless channel in the AL, as shown in Figure 1.

Figure 1: System model for the infrastructure relaying system consisting of a BS, RN, and UE. Fast fading component of the wireless channel in the RL and AL is modeled according to a Ricean (LoS) and Rayleigh (NLoS) distribution.
3. Resource Allocation

This section presents the different RA schemes that can be used according to the flexibility that the two-hop DF relaying system has to update the fraction of communication resources that are allocated to both RL and AL. Four different RA schemes are analyzed: conventional RA, fixed RA with/without buffer, and optimal RA.

3.1. Conventional RA. In this scheme [17, 29], the time is equally divided between RL and AL, that is, \( T_a = T_r = 0.5 \cdot T \). Thus, the conventional e2e data rate (\( R_{e2e}^{\text{conv}} \)) is given by

\[
R_{e2e}^{\text{conv}} = \frac{1}{2} \min \{T_a, T_r\}. \tag{2}
\]

In other words, the performance of both links depends upon their corresponding SNRs, and the link experiencing the lowest SNR will represent the bottleneck for the overall e2e data rate of the relaying system. Here, the factor 1/2 is due to the half-duplex constraint.

3.2. Fixed RA without Buffer. In this type of RA scheme, the values of \( T_a \) and \( T_r \) are selected proportionally to the mean data rate of each link, that is, \( \mathbb{E}[R_a] \) and \( \mathbb{E}[R_r] \). Hence, we can write the rate without buffer (denoted by \( R_{e2e}^{\text{wob}} \)) as

\[
TR_{e2e}^{\text{wob}} = T_a \mathbb{E}[R_a] = T_r \mathbb{E}[R_r]. \tag{3}
\]

From (3), we obtain

\[
T_a = \frac{T_r \mathbb{E}[R_a]}{\mathbb{E}[R_r]}, \tag{4}
\]

\[
T_r = \frac{T_a \mathbb{E}[R_r]}{\mathbb{E}[R_a]}. \tag{5}
\]

Since in general \( \mathbb{E}[R_a] \neq \mathbb{E}[R_r] \), the time allocations for each link will be different, that is, \( T_a \neq T_r \), verifying \( T_a + T_r = T \). Hence, the overall payload data transmitted over the e2e link is

\[
P = \min \{T_a R_a, T_r R_r\}. \tag{6}
\]

Using (5), the e2e data rate can be written as follows:

\[
R_{e2e}^{\text{wob}} = \frac{P}{T} = \frac{\min \{T_a R_a, T_r R_r\}}{T},
\]

\[
= \frac{1}{T} \min \left\{ \frac{T_a \mathbb{E}[R_a]}{\mathbb{E}[R_r]} R_a T_r, \frac{T_r \mathbb{E}[R_r]}{\mathbb{E}[R_a]} R_r T_a \right\}, \tag{7}
\]

where the second equality follows from (4) and the third equality holds since \( T = T_a + T_r = T_a + T_r \cdot \mathbb{E}[R_a]/\mathbb{E}[R_r] \).

Furthermore, we can apply the formula \( \min(X, Y) = 1/2(X + Y - |Y - X|) \) in (6) and obtain

\[
R_{e2e}^{\text{wob}} = \frac{1}{2} \frac{\mathbb{E}[R_a]}{\mathbb{E}[R_r]} R_a + \frac{\mathbb{E}[R_r]}{\mathbb{E}[R_a]} R_r - \frac{\mathbb{E}[R_a]}{\mathbb{E}[R_r]} R_r - \frac{\mathbb{E}[R_r]}{\mathbb{E}[R_a]} R_a. \tag{8}
\]

Three different closed form e2e data rate solutions can be derived in this situation solving the modulus operator; that is,

\[
R_{e2e}^{\text{wob}} = \begin{cases} \frac{R_a \mathbb{E}[R_a]}{\mathbb{E}[R_r]} + \mathbb{E}[R_r], & \frac{\mathbb{E}[R_a]}{\mathbb{E}[R_r]} R_a > R_r, \\ \frac{\mathbb{E}[R_r]}{\mathbb{E}[R_a]} R_r, & \frac{\mathbb{E}[R_r]}{\mathbb{E}[R_a]} R_r < R_r, \\ \frac{2}{\mathbb{E}[R_r]} \mathbb{E}[R_a], & \mathbb{E}[R_a] = R_r. \end{cases} \tag{9}
\]

3.3. Fixed RA with Buffer. In this RA scheme, it is assumed that RNs have large buffers to prevent data overflows during transmission. In buffer-aided relaying, RN can better use the Channel State Information while selecting between reception in RL and transmission in AL. Buffer also makes it possible for RN to effectively utilize the temporal diversity in scheduling. In this relaying type, the BS can continue the transmission on the RL regardless of the channel quality in the AL. In case of deep fading in the AL, data can be stored at the RN’s buffer until the AL channel condition becomes suitable for transmission again. Once, the AL channel condition is favorable, then, the RN can forward the previously buffered data to the UE [30–32]. In this setting, we denote the e2e data rate by \( R_{e2e}^{\text{wob}} \). Since the same amount of data is transferred over both RL and AL in long-term, the relation

\[
T \cdot R_{e2e}^{\text{wob}} = T_a \cdot \mathbb{E}[R_a] = T_r \cdot \mathbb{E}[R_r] \tag{10}
\]

should hold. Then, we find that

\[
\mathbb{E}[R_{e2e}^{\text{wob}}] = \frac{T_a \cdot \mathbb{E}[R_a]}{T_r + T_a} = \frac{\mathbb{E}[R_a]}{1 + T_a/T_r}, \tag{11}
\]

3.4. Optimal RA. The notion of optimal resource sharing for N-hops connections was developed in [25]. In this scheme, the e2e data rate (\( R_{e2e}^{\text{opt}} \)) is maximized when the same amount of data is transferred over each link at each TTI. This is equivalent to verify that

\[
TR_{e2e}^{\text{opt}} = T_a R_a = T_r R_r \tag{12}
\]

holds for each radio frame. In order to achieve condition (12), proper resource allocation is required; that is, the selection of \( T_a, T_r, W_a, \) and \( W_r \) depends on the instantaneous SNR of
each link (in principle, adjusting power is another degree of freedom; however, this work deals with infrastructure fixed relays, where the transmission power of BSs and RNs in downlink is kept constant to avoid potentially harmful cochannel interference towards the adjacent cells). Hence, time and bandwidth are the degrees of freedom to achieve (11). Practical implementations, such as Type 2 DF relaying in LTE-A and Mobile WiMAX [33], provide means to conveniently allocate time-frequency resources, such that optimal resourcing can be achieved or at least well approximated (due to the existence of a practical granularity in the partition of resources). Thus, using (1) and (11), the expression for the optimal e2e data rate is as follows:

\[
R_{e2e}^{opt} = \frac{T_{r}R_{r}}{T_{r} + T_{a}} = \frac{R_{r}}{1 + T_{a}/T_{r}} = \frac{R_{r}R_{a}}{R_{r} + R_{a}} \quad (12)
\]

### 3.5. Performance Comparison of the Different RA Schemes

When we compare the efficiency of the different RA schemes that have been presented so far, it is possible to show that

\[
E \{R_{e2e}^{wb}\} \geq E \{R_{e2e}^{opt}\} \geq E \{R_{e2e}^{conv}\} \geq E \{R_{e2e}^{a}\} \quad (13)
\]

holds. Since the conventional RA scheme does not have a buffer at the RN and always divides the communications resources equally between both RL and AL, its performance is clearly inferior to the one that corresponds to the other relaying strategies. Yet, conventional RA is the simplest scheme to allocate resources in practice. The fixed RA without buffer adjusts the transmission times of the radio frames to fit with the long-term (expected) data rates that each individual link is able to support; see (3). However, due to the absence of a buffer at the RN, its e2e data rate is inferior not only to the one that corresponds to the fixed RA scheme with buffer, but also to the optimal RA scheme that adjusts the transmission times and rates in RL and AL without delay; see (11). Finally, we note that fixed RA with buffer also beats the optimal RA strategy given in (12) when expected e2e data rates are compared. While there can be \(R_{e2e}^{opt} > R_{e2e}^{wb}\) for instantaneous data rates, in fixed RA with buffer it is possible to support \(R_{r} = E[R_{r}]\) and \(R_{a} = E[R_{a}]\). Note also that Jensen’s inequality verifies \(E[R_{e2e}^{wb}] \geq E[R_{e2e}^{opt}]\); see (12) and (13); nevertheless, it is worth noting that the use of buffers introduces additional latency (and additional hardware costs), as the data blocks transported over the RL and AL of a radio frame do not usually match over the same TTI.

Figure 2 presents the Cumulative Distribution Function (CDF) of the gains that can be achieved by means of the optimal RA with respect to the aforementioned baseline schemes (i.e., conventional RA and fixed RA with and without buffer). Optimal RA always provides significant gains with respect to conventional and fixed RA without using buffer. We recall that in case of the fixed RA with buffers it is possible to support the case with \(R_{r} = E[R_{r}]\) and \(R_{a} = E[R_{a}]\); hence, sometimes \(R_{e2e}^{opt} < R_{e2e}^{wb}\), as shown in Figure 2. Yet, \(R_{e2e}^{opt}\) represent the rate-optimal RA strategy provided that a buffer is not available at the RN.

### 3.6. Role of the Channel State Information

To implement a RA scheme both long- and short-term Channel State Information (CSI) can be used. To keep the discussion simple, we focus on the downlink direction of communication and assume that receiver has always short-term CSI (obtained from pilot signals through a suitable channel estimation process), while transmitter may have either long- or short-term CSI only if the receiver provides it through a certain feedback mechanism (i.e., Frequency Division Duplex air interface). Feedback is fast for short-term CSI and slow for long-term CSI. Here, “fast” and “slow” refer to the speed of the feedback provision when compared to the coherence time of the wireless channel.

We note that any RA scheme that relies on instantaneous rates (i.e., \(R_{r}\) and \(R_{a}\)) should have short-term CSI of both RL and AL to make the RA decisions in each TTI. This is the case for the optimal RA scheme, where RN should request CSI report from the UE before performing the allocation of resources (jointly with BS) over both RL and AL. In fixed RA without buffer, transmission times \(T_{r}\) and \(T_{a}\) are selected proportionally to the mean data rate of each link. Therefore, only long-term CSI is needed to select the allocation of resources which, after being determined, is kept fixed for all TTI. Similarly, fixed RA with buffer applies only long-term CSI. Finally, if fast radio layer scheduling is applied in a radio link, then short-term CSI is always needed.

### 4. End-to-End Data Rate for Optimal RA

In this section we focus on characterizing the data performance of the optimal RA scheme, which adjusts the time sharing fraction of communication resources allocated to both RL and AL on a TTI basis. The CDF of the e2e data rate is first characterized and, after that, closed form expressions for both the mean and the outage data rates are also obtained.
4.1. Approximation of the SNR Distribution in the Relay Link

By combining (1) and (12), the e2e data rate of optimal RA scheme can be expressed as follows:

\[
R_{e2e}^{\text{opt}} = \frac{W_a \log_2 (1 + \gamma_r)}{W_a \log_2 (1 + \gamma_a) + W_a \log_2 (1 + \gamma_a')}.
\]  

(14)

where \(\gamma_r\) and \(\gamma_a\) are the instantaneous SNRs of the RL and AL, respectively. If the fast fading components of these wireless links admit Ricean (LoS) and Rayleigh (NLoS) fading distributions, then the Probability Density Functions (PDFs) for \(\gamma_r\) and \(\gamma_a\) are given by [28]

\[
f_{\gamma_r}(y) = \frac{K + 1}{\overline{\gamma}_r} e^{-(K \overline{\gamma}_r + (K+1)y)/\overline{\gamma}_r} I_0 \left(2 \sqrt{\frac{K (K+1) y}{\overline{\gamma}_r}}\right),
\]  

(15)

\[
f_{\gamma_a}(y) = \frac{1}{\overline{\gamma}_a} e^{-y/\overline{\gamma}_a},
\]  

(16)

respectively. In these equations, \(\overline{\gamma}_r\) and \(\overline{\gamma}_a\) represent the mean SNR of the RL and AL, respectively. Furthermore, \(I_0\) is the zero-order modified Bessel function of the first kind [34], which makes the mathematical analysis of (14) challenging. However, in practical situations with strong LoS conditions, the Ricean K-factor can be large; see, for example, the analysis provided in [27], where typical value in the order of 12 dB can be easily observed. Presuming a high K-factor, we assume in the analysis that the SNR is constant in the LoS link between BS and RN. Although results of [27] provide a good justification for this assumption, we verify it through simulations in the following. Figure 3 shows the CDF of \(R_{e2e}^{\text{opt}}\) in (14), considering that the SNR in the AL is always distributed according to (16). For the SNR in the RL, we consider two cases: Firstly, we assume that fast fading in the RL is distributed according to (15); then, we consider a constant SNR for the RL (\(\gamma_r = \overline{\gamma}_r\)). Figure 3 shows the CDF of \(R_{e2e}^{\text{opt}}\) for different \(\overline{\gamma}_r\) and \(\overline{\gamma}_a\), with \(K = 12\) dB in all cases. Results show that the constant SNR assumption is valid not only in terms of the resulting distributions, but also in terms of the deviation of the average \(R_{e2e}^{\text{opt}}\), where for values of \(K \geq 12\) dB it was verified that the approximation error is always smaller than 1% for the whole data rate range under consideration. Indeed, assuming a constant rate for the RL (i.e., \(R_r\) constant), this behavior is also justified by Jensen’s inequality as follows:

\[
\mathbb{E}\{R_r\} = \mathbb{E}\{\log_2 (1 + \gamma_r)\} \leq \log_2 (1 + \mathbb{E}\{\gamma_r\}),
\]  

(17)

where the lower bound for the mean e2e data rate is asymptotically tight as the K-factor of the Ricean distribution grows.

4.2. Probability Distribution for the Instantaneous e2e Data Rate.

Starting from (12), the CDF \(F_{R_{e2e}^{\text{opt}}}\) can be obtained by a standard change of a random variable [35]. First, by setting

\[
r_{e2e} = g_1 (R_a) = \frac{R_a}{R_r + R_a},
\]  

(18)

and solving \(R_a\) in terms of \(r_{e2e}\), it is possible to write

\[
R_a = g_1^{-1} (r_{e2e}) = \frac{(r_{e2e}R_r)}{(R_r - r_{e2e})},
\]  

(19)

The CDF of \(R_{e2e}^{\text{opt}}\) admits the following formulation:

\[
F_{R_{e2e}^{\text{opt}}} (r_{e2e}) = F_{R_a} \left( g_1^{-1} (r_{e2e}) \right) = F_{R_a} \left( \frac{(r_{e2e}R_r)}{(R_r - r_{e2e})} \right),
\]  

(20)

where \(r_{e2e} < R_r\). Second, the SNR in the AL can be expressed as a function of \(r_a\) as follows:

\[
\gamma_a = g_2^{-1} (r_a) = \exp \left( \frac{\ln 2}{W_a} r_a \right) - 1.
\]  

(21)

Then, it is possible to write

\[
F_{R_a} (r_a) = F_{\gamma_a} \left( g_2^{-1} (r_a) \right) = F_{\gamma_a} \left( e^{(\ln 2/W_a)r_a} - 1 \right).
\]  

(22)

By combining (12), (20), and (22), \(F_{R_{e2e}^{\text{opt}}}\) is given by

\[
F_{R_{e2e}^{\text{opt}}} (r_{e2e}) = F_{\gamma_a} \left( e^{(\ln 2/W_a)(r_{e2e})} - 1 \right)
\]  

(23)

where \(F_{R_{e2e}^{\text{opt}}} (r_{e2e}) = 0\) if \(r_{e2e} < 0\) and \(F_{R_{e2e}^{\text{opt}}} (r_{e2e}) = 1\) if \(r_{e2e} \geq R_r\). Thus, using (16), \(F_{R_{e2e}^{\text{opt}}}\) becomes

\[
F_{R_{e2e}^{\text{opt}}} (r_{e2e}) = 1 - e^{-((k+1)/\overline{\gamma}_r)e^{(\ln 2/W_a)(r_{e2e})} - 1}.)
\]  

(24)

Using (23), the PDF for \(R_{e2e}^{\text{opt}}\) can also be deduced in cases where \(\gamma_a\) has another distribution, such as Nakagami or Weibull [28]. By taking the derivative of (24), the PDF of \(R_{e2e}^{\text{opt}}\) is given by

\[
f_{R_{e2e}^{\text{opt}}} (r_{e2e}) = \frac{\ln 2}{\overline{\gamma}_a W_a} \exp \left( - \frac{\ln 2}{\overline{\gamma}_a W_a} (R_r - r_{e2e}) - 1 \right) \times \frac{R_r^2}{(R_r - r_{e2e})^2} \exp \left( \frac{\ln 2}{\overline{\gamma}_a W_a} (R_r - r_{e2e}) \right).
\]  

(25)
The CDF $F_{R_{\text{e2e}}^{\text{opt}}}$ is presented in Figure 4, where we have assumed that mean SNR on the RL ($\gamma_a$) is 20 dB. The dashed vertical line on the right-hand side of the figure depicts the upper limit for the e2e data rate that is obtained if the SNR in the AL grows very large (i.e., upper bound for $R_{\text{e2e}}^{\text{opt}}$). We have also plotted the CDF curves when AL SNR is 0 dB (dark blue curves) and 20 dB (orange curves). The impact of bandwidth has been illustrated by setting $W_a/W_e = 1$ (dashed curves) and $W_a/W_e = 4$ (solid curves).

Results indicate that the imbalance between the mean SNR of the RL and AL can seriously degrade the e2e data rate performance of the optimal RA scheme. If the mean SNR in the AL is notably lower than the mean SNR in the RL (see dark blue curves), then the imbalance can be to some extent compensated by allocating more frequency resources to the AL. Yet, the difference between solid and dashed dark blue curves is largest at the high probability region, while it reduces notably at the low probability region. Thus, if the mean SNR in AL is low, then the use of additional frequency resources in the AL is not necessarily useful to increase the e2e data rate performance.

It is also possible to observe that if the mean SNR in the RL and AL is the same (orange curves), then the e2e data rate increases similarly in both low and high probability regions when frequency resources are increased in the AL. Thus, it can be concluded that increasing the frequency resources in the AL is a more effective option when the mean SNR imbalance condition between AL and RL is not notable. We also note that even when AL applies four times larger frequency bandwidth than RL, then the e2e data rate is not very close to the upper bound performance limit. While the e2e data rate of the optimal RA scheme asymptotically approaches the upper limit when $W_a/W_e$ increases, the improved e2e data rate efficiency that is obtained from additional frequency resources in the AL decreases when $W_a/W_e$ becomes larger.

4.3. Mean e2e Data Rate for Optimal RA Scheme. The mean (average) e2e data rate ($C_{av}$) can be obtained by computing the expected value of $R_{\text{e2e}}^{\text{opt}}$ as follows:

$$C_{av} \triangleq E\{R_{\text{e2e}}^{\text{opt}}\} = \int_0^{\infty} r f_{R_{\text{e2e}}^{\text{opt}}}(r) \, dr.$$  \hfill (26)

Assuming constant $\gamma_a$, we proceed by writing (26) in the form

$$C_{av} = \int_0^{\infty} \frac{R_e W_s \log_2 (1 + \gamma_a)}{R_e + W_s \log_2 (1 + \gamma_a)} f_{R_e}(\gamma_a) \, d\gamma_a.$$

Then, by using (24), substitutions

$$r = \frac{R_e (W_a / \ln 2) \ln t}{R_a + (W_a / \ln 2) \ln t},$$

and integration bounds $\lim_{\gamma_a \rightarrow 0} f_{R_e}(\gamma_a) = 1$ and $\lim_{\gamma_a \rightarrow R_a} f_{R_e}(\gamma_a) \rightarrow \infty$, $C_{av}$ can be rewritten as follows:

$$C_{av} = \frac{R_e^2 W_a^2}{\ln 2} \int_1^{\infty} \frac{e^{-(-t-1)/R_a} \, dt}{t (R_a + (W_a / \ln 2) \ln t)^2}.$$  \hfill (29)

After integration by parts, (30) can be expressed in the form

$$C_{av} = R_e \left(1 - \frac{1}{\gamma_a} e^{\gamma_a/2} \int_1^{\infty} \frac{e^{-t/\gamma_a} \, dt}{1 + (W_s / R_e \ln 2) \ln t}\right).$$  \hfill (31)

Since a closed form expression for the definite integral in (31) does not exist, we have deduced a tight lower bound for the mean e2e data rate that also serves as a good analytical approximation as given in Section 4.5. Let us now consider the distribution for the relative time ($\tau_a = T_a / T$), which is used to determine the allocation of time resources for the RL transmission. According to (11), we have $\tau_a = R_e / R_a$, and, thus,

$$F_{\tau_a}(\tau) = \frac{1}{R_a} F_{R_e}\left(\frac{\tau}{R_a}\right).$$  \hfill (32)

For the AL, the time sharing $\tau_a = T_a / T$ can be computed from $\gamma_a = 1 - \tau$. The CDF presented in (32) can be used for dimensioning purposes in the cellular network planning phase: We may require, for example, that the relative transmission time in the RL is under some predefined threshold $\tau_{a0}$ with a given probability $P_{\tau_{a0}}$. The reason for such a requirement may be the necessity of saving some RL resources to serve those UEs that are directly connected to BS that acts as donor of the RN. We note that (32) also characterizes the relative data rate loss due to the maximum data rate that the RL is able to support. Namely, if ideal RL is replaced by a link with a finite data rate $R_a$, the loss in the e2e data rate is $R_e - R_a$, and the relative loss is $\delta R = (R_e - R_a) / R_e = R_e / R_a$. The relative data rate loss can be used as a performance indicator when contrasting the data rate that a RN (with data rate limitation in the RL) and a pico-base station (without data rate limitation in the backhaul) are able to provide.
4.4. Outage Data Rate for Optimal RA Scheme. The outage data rate is defined as a largest data rate $R_{\text{out}}^\text{opt}$ such that $P(R < R_{\text{out}}^\text{opt}) = P_{\text{out}}$ is verified, where $P_{\text{out}}$ is the outage probability [36]. In order to derive an expression for $R_{\text{out}}^\text{opt}$, we start by writing

$$P_{\text{out}} = P(R_{\text{e2e}}^\text{opt} < R_{\text{out}}) = P \left( \frac{R_s \cdot R_t}{R_s + R_t} < R_{\text{out}} \right)$$

$$= P \left( R_s < \frac{R_t \cdot R_{\text{out}}}{R_t - R_{\text{out}}} \right)$$

$$= F_y \left( e^{(\ln(2)/W_s) - (R_s ; R_{\text{out}})/(R_t - R_{\text{out}})} - 1 \right),$$

(33)

where the latter equality follows from (23). The outage data rate $R_{\text{out}}^\text{opt}$ can be analytically computed from (33) provided that the inverse of $F_y(y)$ admits a closed form expression. If the SNR of AL is assumed to be exponentially distributed (Rayleigh fading), then we find that

$$R_{\text{out}}^\text{opt} = \frac{R_s \cdot R_t}{R_s + R_t},$$

(34)

$$= \frac{(W_s / \ln 2) \ln (1 - P_s \ln (1 - P_{\text{out}})) \cdot R_t}{(W_s / \ln 2) \ln (1 - P_s \ln (1 - P_{\text{out}})) + R_t},$$

where $R_{\text{out}}^\text{opt}$ is the outage data rate obtained as a solution from

$$R_{\text{out}} = W_s \cdot \log_2 \left( 1 + y_{\text{out}} \right),$$

(35)

$$F_y \left( y_{\text{out}} \right) = P_{\text{out}}.$$

Thus, from (34) and (35), we see that e2e data rate formula (12) defines a direct relation between the outage data rate in the AL and the e2e link. Let us now come back to the discussion that we had on the time sharing between RL and AL. Similarly, we note that, by using the distribution (32), it is possible to compute with (34) the time sharing threshold $t_{\text{out}}^\text{max}$ that should be verified for a given excess probability $P_{\text{out}}^\text{max}$.

Figure 5 shows the mean (average) e2e data rate ($C_{av}$) and the outage e2e data rate ($R_{\text{out}}^\text{opt}$) as a function of the mean SNR that is experienced in the AL. In all cases, it is considered that the mean SNR in the RL is 20 dB. The performance upper limits for $C_{av}$ and $R_{\text{out}}^\text{opt}$, which depend on the mean SNR of the RL, are indicated with black dashed lines. One more time, we have plotted curves for the cases $W_s / W_t = 1$ (dark blue curves) and $W_s / W_t = 4$ (orange curves), respectively.

Figure 5(a) shows that the mean e2e data rate with optimal RA can be clearly increased by using additional frequency resources in the AL. Let us consider two cases: $C_{av} = 0.25$ Mbps and $C_{av} = 0.75$ Mbps. We note that $C_{av} = 0.25$ Mbps is obtained when $\overline{\gamma}_s = -1$ dB for $W_s / W_t = 4$ and $\overline{\gamma}_s = 7$ dB for $W_s / W_t = 1$. However, if we target a mean data rate of 0.75 Mbps, then a mean SNR in the AL should increase to $\overline{\gamma}_s = 12$ dB for $W_s / W_t = 4$ and $\overline{\gamma}_s = 40$ dB for $W_s / W_t = 1$.

Figure 5(b) shows the outage data rate for an outage probability of 5% (solid curves) and 0.5% (dashed curves), respectively. As expected, the outage data rate $R_{\text{out}}^\text{opt}$ reduces when decreasing the outage probability, as this condition represents a more stringent requirement in terms of Quality of Service (QoS). Since dashed and solid curves with the same color become close to each other when the mean SNR in the AL grows, we conclude that the performance loss for guaranteeing a better e2e radio link reliability (lower outage probability) can be partly compensated by allocating more resources on the AL link. We also note the positive impact that the provisioning of a larger bandwidth in the AL has when the mean SNR of the AL is low.

4.5. Lower Bound Approximation for the Mean e2e Data Rate. In order to obtain a lower bound for $C_{av}$, the integration domain in (31) is divided into three subintervals, such that

$$I = \int_{1}^{\infty} \frac{e^{x/2} P_{\text{out}} dt}{1 + (W_s / R_t \ln 2) \ln t} = I_1 + I_2 + I_3$$

(36)

is verified. The rationale behind this consists in defining integration bounds, such that each definite integral $I_x$, with $x = \{1, 2, 3\}$ admits a closed form solution that represents an upper bound of $I$ in its corresponding integration interval. Exact expressions for $I_1$, $I_2$, and $I_3$, which are derived in the Appendix, are presented in (37), (38), and (39), respectively.
The first subinterval is given by $1 \leq t < m\gamma_2$, with $m < 1$. Thus, it is possible to show that

$$I_1 < \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left( \frac{1}{\gamma_a} \right)^n \int_{1}^{m\gamma_a} \frac{t^n dt}{1 + (W_a/R_a \ln 2) \ln t},$$

where the exponential term in (31) has been replaced by its Taylor series expansion when argument $t/\gamma_a < m < 1$. Note that (37) provides an upper bound only when the number of terms in the sum ($N$) is odd. The right-hand side function in (37) can be integrated analytically, and its closed form solution is given in terms of the exponential integral function $\Psi(t)$; see (A.3) in the Appendix. The second subinterval is $m\gamma_2 \leq t < M\gamma_a$, with $M > 1$. Thus,

$$I_2 = \int_{m\gamma_a}^{M\gamma_a} e^{-t/\gamma_a} dt \frac{1}{1 + (W_a/R_a \ln 2) \Psi(t)},$$

where $\Psi(t)$ represents a linear (first-order) interpolation for the logarithmic function, such that $\Psi(t) = \ln(m\gamma_a)$ and $\Psi(M\gamma_a) = \ln(M\gamma_a)$ are verified. Since the logarithmic function is concave, $\Psi(t) < \ln t$ on $(m\gamma_a, M\gamma_a)$ and, hence, (38) is valid. Its solution is given in Appendix; see (A.8). The third subinterval is given by $M\gamma_a \leq t < \infty$. Thus,

$$I_3 < \int_{M\gamma_a}^{\infty} \frac{e^{-t/\gamma_a} dt}{1 + (W_a/R_a \ln 2) \ln (M\gamma_a)}$$

$$= \frac{\gamma_a e^{-M}}{1 + (W_a/R_a \ln 2) \ln (M\gamma_a)}.$$ 

After combining (37)–(39), the lower bound expression for $C_{av}$ is obtained as follows:

$$C_{av} > C_{123} = R_f \left[ 1 - \frac{1}{\gamma_a} e^{1/\gamma_a} (I_1 + I_2 + I_3) \right].$$

Closed form expressions for the definite integrals in (37) and (38) have been derived in the Appendix; see (A.3) and (A.8). Figure 6 shows that the accuracy of $C_{123}$ increases rapidly with $\gamma_a$, with a relative error that is lower than 2% for $\gamma_a > 2$ dB (practical mean SNR values for the AL). Optimal values of $m$ and $M$ have been found using numerical methods.

5. Conclusion

In this paper, a comparative analysis of several RA schemes (i.e., conventional RA, fixed RA with and without buffer, and optimal RA) was presented in the context of a two-hop DF infrastructure relaying system. Based on the obtained results, it is possible to conclude that the optimal RA scheme that was presented provides a notable performance gain when compared to the other baseline RA schemes, which kept the communication resources in both RL and AL fixed or adjusted them slowly in long-term. Moreover, it was possible to derive closed form expressions for the CDF and PDF of the e2e data rate when optimal RA scheme is used. This work also contributes by calculating the mean and outage data rate for the e2e relaying link.

In infrastructure relaying systems, like the ones considered in 4G networks, the RL easily becomes the performance bottleneck; this is because the macrocellular BS allocates less frequency resources in the RL, when compared to the resources that the RN can allocate in the AL. This follows from the fact that a macrocellular BS must share its frequency resources with many RNs and UEs simultaneously, whereas a RN usually serves a smaller geographical area and has the possibility of allocating more bandwidth per UE. Accordingly, we found that the performance impact of the available bandwidths in both RL and AL was notable. With the aid of the optimal RA scheme, it was possible to show that the efficiency of RL usage can be notably improved. This effect has shown a very positive impact on the e2e data rate performance of the relaying system.

Finally, a tight lower bound approximation for the mean e2e data rate of the two-hop DF relaying system was obtained using a novel theoretical approach. These results shed light on the complex relationship among design parameters and system variables, thus providing key insights into infrastructure relaying dimensioning and the role of Radio Resource Management (RRM) within contemporary heterogeneous networks.

6. Future Work in RA: Some 5G Relaying Challenges

Although the study in this paper is generic in nature and is based on mathematical analysis, our work is largely motivated by the 4G LTE infrastructure relaying system model. That is, it is considered that half-duplex DF RNs are placed in large macrocells, where the so-called Donor eNode B serves the RN over the RL, and the RN itself acts as any other small eNode B for the perspective of the UE. In 5G, some newly introduced challenges will likely take place. From the relaying point of view, it is expected that main challenges will be related to the 5G features, such as communication using higher frequency radio carrier (mmWave), tactile Internet, mobile RNs, and relaying in Device-to-Device (D2D) communication.

In mmWave communication, high-frequency carriers are preferably used in small cells, where extremely high data rates are expected to be transported using large bandwidths. This poses challenges on the RA scheme that should be used over
the RL and AL. Let us give an example: If, for instance, a small RN is placed on a lamp post, then UEs demanding very high data rates may appear and disappear very fast. Since in this scenario it is very likely to have few RNs in range (located on nearby lamp posts), the incoming high data rate per UE can be predicted. That is, the system may apply predictive RA over several RNs. Yet, design of such system will be very challenging. We also note that the frequency spectrum usage in the RL and AL may be more complex in 5G than in 4G. For example, the RL and AL may be operated on different radio carriers (so-called outband relaying), to fit the RL and AL data rates and/or to share the load in different frequency carriers.

Tactile Internet refers to the combination of extremely low latency, high availability, good reliability, and strong security in the provision of Internet services. From the perspective of a relaying system, the main challenges are coming from the low-latency and reliability requirements. By nature, the delays of the radio protocol (in, e.g., RA) are larger notably. Finally, to keep the two-hop communication reliable, the two-hop communication reliable, the RL and AL, as well as the RA that is utilized, should be designed carefully.

RNs in mobile relaying are not static by definition. Then, the data rate that can be supported in the RL may change in time and, as a consequence, the implementation of the optimal RA scheme over RL and AL becomes a challenge. Moreover, network protocols like the ones used in the handover process pose further challenges on the RA for the RL and AL. Let us give an example: If, for instance, a small RN is placed on a lamp post, then UEs demanding very high data rates may appear and disappear very fast. Since in this scenario it is very likely to have few RNs in range (located on nearby lamp posts), the incoming high data rate per UE can be predicted. That is, the system may apply predictive RA over several RNs. Yet, design of such system will be very challenging. We also note that the frequency spectrum usage in the RL and AL may be more complex in 5G than in 4G. For example, the RL and AL may be operated on different radio carriers (so-called outband relaying), to fit the RL and AL data rates and/or to share the load in different frequency carriers.

Tactile Internet refers to the combination of extremely low latency, high availability, good reliability, and strong security in the provision of Internet services. From the perspective of a relaying system, the main challenges are coming from the low-latency and reliability requirements. By nature, the delays of the radio protocol (in, e.g., RA) are larger notably. Finally, to keep the two-hop communication reliable, the RL and AL, as well as the RA that is utilized, should be designed carefully.

RNs in mobile relaying are not static by definition. Then, the data rate that can be supported in the RL may change in time and, as a consequence, the implementation of the optimal RA scheme over RL and AL becomes a challenge. Moreover, network protocols like the ones used in the handover process pose further challenges on the RA for the RL. Relaying in D2D creates totally new RA problems: we may need to identify the best RN (among many candidates), take into account the source node, RN, and destination node that may be moving, and change the active source node dynamically when its feasibility to serve the RN decreases for some reason. Device relaying may also have limited buffering capabilities.

Appendix

The right-hand side function in (37) can be integrated to obtain a closed form for $I_1$ by setting $b = W_s/R_l \ln 2$ as

$$I_1 < K \left( \int_0^{\ln (m_{Y_n})} \frac{t^n dt}{1 + b \ln t} - \int_0^1 \frac{t^n dt}{1 + b \ln t} \right), \quad (A.1)$$

where $K = \sum_{n=0}^{N} (-1)^n n! / \left( \frac{1}{Y_a} \right)^n$. Then, by substituting $s = \ln (m_{Y_s})$ and $dt = m_{Y_s} ds$, it is possible to see that

$$I_1 < K \left( \int_0^1 \frac{(m_{Y_s})^n}{1 + b \ln (m_{Y_s})} m_{Y_s} ds \right) - \int_0^1 \frac{t^n dt}{1 + b \ln t} \right) \quad (A.2)$$

holds. After some manipulations, in which [34, Prop. 4.281.3] is used, $I_1$ is upper bounded as

$$I_1 < \sum_{n=0}^{N} (-1)^n \left( \frac{1}{Y_a} \right)^n \cdot \frac{1}{b} e^{-m/b} \left( E_1 \left( n \ln \left( e^{1/b} m_{Y_s} \right) \right) - E_1 \left( \frac{n}{b} \right) \right). \quad (A.3)$$

The term $I_2$ has been calculated using a linear interpolation $\Psi(t)$ for the logarithmic function on interval $(t_1 = m_{Y_s}, t_2 = M_{Y_s})$, such that $\Psi(m_{Y_s}) = \ln(m_{Y_s})$, and hence

$$I_2 < \int_{m_{Y_s}}^{M_{Y_s}} e^{\Psi(t)} dt = \int_{m_{Y_s}}^{M_{Y_s}} e^{\Psi(t)} dt.$$ \quad (A.4)

Under the assumption of linear interpolation that is proposed, it is possible to show that

$$p = \frac{\ln (M/m)}{(M-m) Y_a}, \quad q = \ln (m_{Y_s}) - \left( \frac{m}{M} \right) \ln \left( \frac{M}{m} \right). \quad (A.5)$$

Combining the expressions for $p, q$ and the approximation of the exponential integral function [34]

$$\int \frac{e^{CZ}}{AZ+B} dZ = \frac{1}{A} E_1 \left( C \left( \frac{B}{A} + Z \right) \right) e^{-BC/A}, \quad (A.6)$$

as well as further mathematical manipulations, the upper bound approximation for the definite integral presented in (A.4) can be rewritten as follows:

$$I_2 < \int_{m_{Y_s}}^{M_{Y_s}} e^{\Psi(t)} dt \quad (A.7)$$

where $k_1 = \ln(M/m)$ and $k_2 = M - m$. Thus,

$$I_2 < \left( \frac{k_2}{bk_1} \right) E_1 \left( \frac{k_2}{bk_1} \right) \left( E_1 \left( \frac{k_2}{bk_1} \right) \right), \quad (A.8)$$

is finally obtained.
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