Predictable quantum efficient detector based on n-type silicon photodiodes

Published in: Metrologia

DOI: 10.1088/1681-7575/aa85ed

Published: 01/12/2017

Please cite the original version:
Predictable quantum efficient detector based on $n$-type silicon photodiodes

To cite this article: Timo Dönsberg et al 2017 Metrologia 54 821

View the article online for updates and enhancements.

Related content

- Predictable quantum efficient detector: I. Photodiodes and predicted responsivity
  Meelis Sildoja, Farshid Manoocheri, Mikko Merimaa et al.

- A primary standard of optical power based on induced-junction silicon photodiodes operated at room temperature
  Timo Dönsberg, Meelis Sildoja, Farshid Manoocheri et al.

- Predictable quantum efficient detector: II. Characterization and confirmed responsivity
  Ingmar Müller, Uwe Johannsen, Ulrike Linke et al.
Predictable quantum efficient detector based on $n$-type silicon photodiodes

Timo Dönsberg, Farshid Manoocheri, Meelis Sildoja, Mikko Juntunen, Hele Savin, Esa Tuovinen, Hannu Ronkainen, Mika Prunnila, Mikko Merimaa, Chi Kwong Tang, Jarle Gran, Ingmar Müller, Lutz Werner, Bernard Rougé, Alicia Pons, Marek Smíd, Péter Gál, Lapo Lolli, Giorgio Brida, Maria Luisa Rastello and Erkki Ikonen

1 Aalto University, PO Box 13000, 00076 Aalto, Finland
2 VTT Technical Research Centre of Finland Ltd, PO Box 1000, 02044 VTT, Finland
3 Justervesenet, PO Box 170, 02027 Kjeller, Norway
4 Physikalisch-Technische Bundesanstalt (PTB), Abbeestr. 2-12, 10587 Berlin, Germany
5 Laboratoire Commun de Métrieologie LNE-CNAM, 61 Rue du Landy, 93210 Saint Denis, France
6 Consejo Superior de Investigaciones Científicas (CSIC), c/Serrano 144, Madrid 28006, Spain
7 Český metrologický institute (CMI), LF M, V Botanice 4, Praha 5, Czech Republic
8 Magyar Kereskedelmi Engedélyezési Hivatal (MKEH), Németvölgyi út 37-39, 1124 Budapest, Hungary
9 Istituto Nazionale di Ricerca Metrologica (INRIM), Strada delle Cacce 91, 10135 Torino, Italy

E-mail: timo.donsberg@aalto.fi

Received 8 June 2017, revised 9 August 2017
Accepted for publication 14 August 2017
Published 4 October 2017

Abstract

The predictable quantum efficient detector (PQED) consists of two custom-made induced junction photodiodes that are mounted in a wedged trap configuration for the reduction of reflectance losses. Until now, all manufactured PQED photodiodes have been based on a structure where a SiO$_2$ layer is thermally grown on top of $p$-type silicon substrate. In this paper, we present the design, manufacturing, modelling and characterization of a new type of PQED, where the photodiodes have an Al$_2$O$_3$ layer on top of $n$-type silicon substrate. Atomic layer deposition is used to deposit the layer to the desired thickness. Two sets of photodiodes with varying oxide thicknesses and substrate doping concentrations were fabricated. In order to predict recombination losses of charge carriers, a 3D model of the photodiode was built into Cogenda Genius semiconductor simulation software. It is important to note that a novel experimental method was developed to obtain values for the 3D model parameters. This makes the prediction of the PQED responsivity a completely autonomous process. Detectors were characterized for temperature dependence of dark current, spatial uniformity of responsivity, reflectance, linearity and absolute responsivity at the wavelengths of 488 nm and 532 nm. For both sets of photodiodes, the modelled and measured responsivities were generally in agreement within the measurement and modelling uncertainties of around 100 parts per million (ppm). There is, however, an indication that the modelled internal quantum deficiency may be underestimated by a similar amount. Moreover, the responsivities of the detectors were spatially...
uniform within 30 ppm peak-to-peak variation. The results obtained in this research indicate that the n-type induced junction photodiode is a very promising alternative to the existing p-type detectors, and thus give additional credibility to the concept of modelled quantum detector serving as a primary standard. Furthermore, the manufacturing of PQEDs is no longer dependent on the availability of a certain type of very lightly doped p-type silicon wafers.
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1. Introduction

Recently the concept of predictable quantum efficient detector (PQED) was introduced as a straightforward method of accurate radiant flux measurements in the visible wavelength range [1–3], and also included as one of the methods to quantify the amount of incident optical radiation in the mise en pratique of the candela [4]. In general, the radiometric quantity radiant flux [5–7], commonly referred to as optical power, can be realized using absolute radiation sources or detectors. Source-based realization of the absolute radiant power scale can be based on Planckian radiators [6–8], synchrotron radiation [6, 7, 9–11], or photon pairs produced by parametric down-conversion [7, 12, 13]. Standard detectors, on the other hand, can be divided into two main categories based on their operation principle: thermal detectors sense the heating effect of optical radiation and quantum detectors, such as silicon photodiodes, convert photons into detected charge carriers. In detector-based radiometry, the cryogenic electrical substitution radiometer (ESR) [6, 7, 14–18] has been a pivotal instrument since its inception around the turn of the 1980s, enabling unprecedented low uncertainties typically around 100 parts per million (ppm) [19] and for certain calibration conditions as low as 30 ppm [2]. Consequently, over a wide spectral range, the absolute radiant power scales of most National Metrology Institutes (NMIs) are traceable to cryogenic ESRs [20, 21]. However, these instruments are operated near the temperature of 10 K, and have demerits, such as high investment and maintenance costs, demanding operation, relatively small dynamic range and slow response.

The other category of standard detectors consists of quantum detectors. For an ideal quantum detector, the conversion ratio of incident photons into electron–hole pairs is exactly one; thus, the spectral responsivity

\[ R_0(\lambda) = \frac{e\lambda}{hc} \]

is only dependent on the vacuum wavelength \( \lambda \) and fundamental constants \( c, e \) and \( h \). In practice, however, the responsivity is affected by reflectance of the detector, \( \rho(\lambda) \), and relative losses and gains of the charge carriers in the photodiode, \( \delta(\lambda) \). Therefore, the spectral responsivity of a practical silicon photodiode is given by

\[ R(\lambda) = R_0(\lambda) (1 - \rho(\lambda))(1 - \delta(\lambda)), \]

where the latter parameter \( \delta(\lambda) \), also referred to as internal quantum deficiency (IQD), can be further divided into components arising from recombination losses and quantum gains of charge carriers and absorption losses of photons. The combined effect of IQD and reflectance losses is called external quantum deficiency (EQD). Predicting the value of \( \delta(\lambda) \) using fundamental principles together with the knowledge of some physical parameters enables to use the silicon photodiode as an absolute radiometric standard. This concept was first proposed in the late 1970s [22] and studied during the following decade [23–28]. However, it was not until quite recently that uncertainties close to those of cryogenic ESRs were proposed [29] and achieved [1–3]. Gran and Sudbo developed the technique of hybrid self-calibration [30, 31], which combines the self-calibration method by Zalewski and Geist [23] and an absolute calibration method of silicon photodiodes by purely relative measurements [32]. With the hybrid self-calibration, responsivity of a trap detector employing commercial photodiodes can be determined with standard uncertainty around 200 ppm at the wavelength range of 600 nm–900 nm [30, 31].

The motivation behind the PQED [1–3, 33, 34] is to reduce both loss mechanisms \( \rho(\lambda) \) and \( \delta(\lambda) \), so that their magnitude can be determined with small enough uncertainty. The near-zero IQD of the PQED is achieved by using custom-made induced junction photodiodes [1, 35]. Using a one-dimensional (1D) photodiode model, the IQD has been predicted with an estimated standard uncertainty of 70 ppm in the visible wavelength range [33]. Further work to improve the prediction using three-dimensional (3D) modelling has been on-going [36]. Reflectance losses, on the other hand, are controlled using the trap configuration [1, 37, 38], which reduces the specular reflection to tens of ppm for \( p \) polarized light. The diffuse reflectance of the custom-made photodiodes has been measured to be less than 0.05 ppm [1]. In order to prevent dust and moisture contamination, the detectors are assembled in a clean room, and room temperature operation is done using dry nitrogen flow [3]. The combined standard uncertainty of the responsivity in the visible wavelength range is less than 100 ppm. This result has been experimentally confirmed with measurements against cryogenic ESRs [2]. The comparison between measured and predicted spectral responsivities of \( p \)-type PQEDs showed systematic underestimations of the EQD between 11 ppm at 476 nm and 111 ppm at 760 nm at room temperature [1, 2]. This means, however, that the prediction and experimental validation agree at the 95% confidence level.

The PQED has the potential to serve as a primary standard of optical power. It has many advantages over primary methods discussed above, such as low investment and maintenance cost, compact size and convenience of use similar
to typical trap detectors. Moreover, its responsivity is linear over seven orders of magnitude [2] and provides uncertainties comparable to the cryogenic ESR even when it is operated at room temperature. In addition to radiometry, the PQED has been exploited in photometry [39, 40], and it is also listed as a primary method in the *mise en pratique* for the definition of the candela and associated derived units [4]. Other applications include fibre optic power measurements [41] and absolute radiation thermometry [42]. There is also an on-going research to operate the induced junction photodiode of the PQED both as a thermal and as a quantum detector [43–46], thus combining two independent primary standard detectors into one device. Disadvantages of the PQED are the limited wavelength range and high demand of cleanliness in the manufacturing and assembly, and the lack of procedure to validate some of the assumptions made in the prediction of the PQED responsivity. In addition, two of the parameters used in predicting the responsivity, bulk lifetime of the charge carriers and effective surface recombination velocity of charge carriers, have been problematic as they can only be estimated with relatively high uncertainty [33].

Until now, all manufactured PQEDs have been based on induced junction photodiodes, where a silicon dioxide (SiO$_2$) layer of 200 nm–300 nm in thickness is thermally grown on top of a $p$-type silicon substrate. This structure inherently contains trapped positive charge close to the Si–SiO$_2$ boundary [47], which generates an $n$-type inversion layer in the $p$-type silicon and produces a depletion region required for photocurrent generation [1, 35]. The manufacturing process described in [1] has the drawback that growing sufficiently thick SiO$_2$ takes long time. Due to operation at temperatures around 1000 °C, the process is also expensive and increases the risk of contamination. Moreover, the manufacturing of PQEDs is dependent on the availability of very lightly doped $p$-type silicon oriented in (1 1 1) direction. The detector industry, on the other hand, uses predominantly $n$-type silicon substrates.

Induced junction photodiodes can also be manufactured using $n$-type silicon substrate, which requires negative charge to be present in the oxide layer in order to form the inversion layer. This can be achieved, for example, with an aluminium oxide (Al$_2$O$_3$) layer on top of the substrate, for which negative surface charges around $10^{13}$ e cm$^{-2}$ have been observed [48]. Moreover, the oxide layer can be grown using atomic layer deposition (ALD) [49, 50], which provides a controlled method to produce uniform oxide layers to an atomically specified thickness. This approach of $n$-type induced junction with ALD grown Al$_2$O$_3$ layer has been demonstrated to work as quantum detector with IQD less than 3.4% at 490 nm [51] and later the same idea was exploited in manufacturing broadband black silicon photodiodes with IQD less than 4% over the wavelength range of 250–950nm [52].

In this work, we introduce a new type of PQED photodiode, where ALD is used to grow an Al$_2$O$_3$ layer on top of $n$-type silicon substrate. The fundamental structure of the new photodiode is similar to the previous design [1], but due to the high fixed charge density $Q_f$, the Al$_2$O$_3$ layer can be a factor of 10 thinner than the SiO$_2$ layers used with $p$-type PQED photodiodes. Two sets of photodiodes were manufactured using substrates with varying doping concentrations and thicknesses and assembled into PQED trap configurations. For both sets, the responsivities of the detectors were predicted by determining the absorption, reflectance and recombination losses. The refractive index and absorption coefficient of the Al$_2$O$_3$ layer and the layer thicknesses of the photodiode structure were measured using spectroscopic ellipsometry. The obtained values were used to calculate absorption and reflectance losses using the transfer-matrix method (TMM). Reflectance losses were also measured from the backreflected beam of the PQED. In addition, detectors were characterized for temperature dependence of dark current, spatial uniformity of responsivity and photocurrent ratio, linearity, and absolute responsivity. In order to estimate recombination losses, a 3D simulation model of the photodiode structure was built into the semiconductor simulation software Cogenda Genius TCAD v. 1.8.0 [53]. With the exception of surface recombination velocity for electrons and holes, $S_0$, and fixed charge of the Al$_2$O$_3$ layer, the modelling parameters that cannot be arbitrarily selected in the manufacturing process were obtained from the wafer manufacturer or directly measured. We developed a new method to extract the values for the parameters $S_0$ and $Q_f$, where simulated relative changes of the photocurrent as a function of bias voltage are compared with the experimental data. This makes the prediction of the PQED responsivity a completely autonomous process.

2. Photodiodes and detector assembly

Theory and physical properties of the induced-junction photodiodes are discussed, for example, in [1, 35, 54]. While these studies assume a structure of a SiO$_2$ layer on a $p$-type Si substrate, the system is described in terms of charge distributions, and thus the theory is also applicable to the $n$-type Si with an Al$_2$O$_3$ layer. Hence, our main focus is in the design and processing of the photodiodes and theory is discussed only briefly.

2.1. Photodiode structure

Figure 1 shows the schematic cross section of the $n$-type induced junction photodiode design. With the exception of opposite dopants, oxide layer material, and back-side diode contact, the fundamental structure resembles that of the previously produced $p$-type PQED photodiodes [1]. The Al$_2$O$_3$ layer on top of the very lightly doped silicon substrate inherently contains negative surface charge, the density of which is affected by ALD process parameters, such as temperature, surface treatment prior to ALD, and all the subsequent annealing steps. This fixed charge induces a $p$-type inversion layer in the bulk silicon, which in turn produces a depletion region. In effect, the structure generates the $p$-$n$-junction without a diffusion process.

Two sets of photodiodes, denoted as sets A and B, were manufactured. With the exception of guard rings, the photodiode layouts of the two sets are identical. In addition to photodiodes, both sets had capacitor test structures for the
characterization of SiO₂ and Al₂O₃ layer properties. The area of the Al₂O₃ layer, i.e. the size of the induced junction region, is 11 mm × 22 mm. It is surrounded by ring-like p⁺ diode contact and p⁺ implants functioning as guard rings. Set A of photodiodes has 16 guard rings and set B has one. The back-side of the substrate is uniformly implanted with a few micrometers thick n⁺ layer and metallized with a 500 nm layer of aluminium, which serves as the other diode contact. When operated, the diode is reverse biased by applying a voltage of 5–20 V between the diode contacts. This further extends the depletion region tens of micrometers into the bulk and increases the collection efficiency of charge carriers.

2.2. Photodiode processing

The n-type photodiodes were processed at VTT Micronova cleanroom facilities [55]. The manufacturing process is similar to that of normal n-type photodiodes with the addition of ALD grown Al₂O₃ layers. For starting material, two types of 150 mm-diameter double polished silicon wafers from Topsil [56] were used: a (1000 ± 20) μm thick wafer with nominal resistivity of 23 kΩ·cm for set A, and a (500 ± 10) μm thick wafer with nominal resistivity of 10 kΩ·cm for set B. The resistivities correspond to approximate phosphorous doping levels of 2 · 10¹¹ cm⁻³ and 4 · 10¹¹ cm⁻³, respectively.

The process starts with wet oxidation at 1050 °C. The oxide layer is patterned with photolithography and used as a masking layer for the ion implantation. Screen oxide is used during implantation of boron implants on the front side and phosphorous implants on the back surface. The implanted areas are activated in an oxidation furnace at 1050 °C. After the drive-in, contact areas to the implants and induced junction area are opened to the silicon using buffered hydrofluoric acid etching. This is followed by the ALD process; 300 cycles of Al₂O₃ in a Picous Sunale R-150B [57] ALD reactor result in the nominal layer thickness of 30 nm. After deposition, wafers are patterned, and excess Al₂O₃ is removed from areas outside induced junctions. Next the front side is metallized with aluminum and patterned, followed with back metallization and finally sintering at 425 °C.

After the processing, the photodiodes were IV-characterized for dark current density and potential breakdown behavior. As expected, the photodiodes do not suffer from breakdown problems at the low voltages used in this application. Dark current densities around 1 nA·cm⁻² and 3 nA·cm⁻² were measured from set A and B photodiodes, respectively.

The final thickness of the Al₂O₃ layer is defined by the aluminum etching process, as each etching round takes away around 2–3 nm from the oxide layer. The number of etching rounds for sets A and B were one and two, resulting in nominal oxide thicknesses of 27 nm and 25 nm, respectively. In addition to processed layers, a few nanometers thick SiO₂ layer is unavoidably formed between the bulk silicon and the Al₂O₃ layer.

2.3. Photodiode carrier

The processed photodiodes were glued to carrier chips using low outgassing cryogenic glue (Stycast 8250FT/CAT9). Unlike the previous design [1], the carriers were manufactured from 1 mm thick silicon wafer. This silicon on silicon structure overcomes the problems associated with the deviating thermal expansion coefficient of the photodiode and the carrier.

For mounting purposes, a 3 mm-diameter hole is etched to the carrier chip. The photodiode signals are connected to the carrier bonding pads using aluminium wires and ultrasonic bonding, from which the signals are routed to a miniature U.FL connector on the carrier using copper metallizations. The completed photodiode and carrier assembly, shown in
Figure 2, is 15 mm × 38 mm in size, and the overall thickness with the connector is less than 3 mm.

2.4. Detector assembly

The photodiode and carrier assemblies were mounted to precision mechanics in order to achieve the wedged light-trapping configuration (see figure 3). These types of trap structures are thoroughly studied in [37, 38]. Two seven-reflection traps from both sets of photodiodes, denoted here as A1, A2, B1 and B2, were assembled and operated by Aalto University, and one nine-reflection trap from set A photodiodes, denoted as A3, was assembled and operated by Physikalisch–Technische Bundesanstalt (PTB).

In order to prevent dust and moisture contamination, the detectors were assembled in a clean room. The detectors assembled by Aalto University have air-tight cylindrical bodies with airtight caps which protect the photodiodes during storage. Unlike in the previous design of the detector [3], a Brewster window was not used in front of the trap assembly. Instead, the incident light enters photodiodes directly, similarly as in [39, 40]. When the detector is operated, dust and moisture contamination is prevented by using dry nitrogen flow through the detector frame [3]. The backside of the cylindrical detector body provides the connections for photodiode signals and nitrogen flow. The photodiodes are connected using two BNC connectors. This allows the photocurrents of both photodiodes to be measured separately. Alternatively, the photodiodes can be connected in parallel. In this case, a single current-to-voltage converter (CVC) and biasing circuitry can be used to record the total photocurrent. The BNC connectors are insulated from the detector body, enabling a floating measurement of photocurrents and a separate grounding for the housing. The PQED assembled by PTB has a cryostat housing, allowing the operation of the PQED at room and liquid nitrogen temperatures and in vacuum. A 7 mm aperture in front of the photodiodes matches the aperture in front of the receiver cavity of the cryogenic ESR of PTB, and thus reduces the uncertainty contribution of stray radiation when PQED and cryogenic ESR are compared. This and the possibility of operating the PQED in vacuum and behind a common Brewster window enable uncertainties as low as 30 ppm in the comparison of the detectors.

The reflectance and alignment of a wedged trap detector are sensitive to the angle between the photodiodes. The angle was measured from the mechanics of the seven-reflection traps using a coordinate measuring machine. The maximum deviation from the nominal value of 15° was 0.04°, while the average deviation was 0.01°.

3. Calculated reflectance and absorption losses

3.1. Calculation method

The absorption and reflectance losses of the n-type PQED photodiodes were analysed using the transfer-matrix method (TMM). A comprehensive description of the method can be found in literature [58, 59]. The photodiode structure was simplified in the calculations by assuming a layer of Al2O3 and an interface layer of SiO2 on infinitely thick layer of Si. This is justified, since the penetration depth of photons into silicon is in the order of micrometers at the wavelengths of interest.

By applying TMM to the layer structure of the photodiode, the specular reflectance \( \rho_{r,n}(\lambda, \theta) \) and the oxide absorption \( \eta_{o,n}(\lambda, \theta) \) of a single photodiode at incident angle \( \theta \) and wavelength \( \lambda \) can be calculated. The subscript \( m \), equal to \( p \) or \( s \), denotes the polarization state of the incident light. The total reflection of the trap structure then becomes

\[
\rho_{m}(\lambda) = \prod_{i=1}^{N} \rho_{r,m}(\lambda, \theta_i)
\]

where \( N \) is the total number of reflections, 7 or 9 in this case. The incident angles are calculated as

\[
\theta_i = 45^\circ + (1 - i) \beta
\]

where \( \beta \) is the angle between the photodiodes. Deriving the equation for total absorption losses in turn yields
\[
\eta_m (\lambda, \theta_1) = \eta_{\alpha,m} (\lambda, \theta_1) + \sum_{i=2}^{N} \left[ \eta_{\alpha,m} (\lambda, \theta_i) \prod_{j=1}^{i-1} \rho_{r,m} (\lambda, \theta_j) \right] .
\]

(5)

3.2. Calculation parameters

The required calculation parameters are the refractive indices, extinction coefficients and the layer thicknesses of the materials. The Al\textsubscript{2}O\textsubscript{3} layer thicknesses were determined from two set A photodiodes and four set B photodiodes using spectroscopic ellipsometry [60, 61]. The average values obtained were (23.1 ± 1.4) nm and (26.1 ± 1.4) nm for set A and B, respectively. The quoted standard uncertainty of 1.4 nm takes into account the thickness variation across the photodiode, which has an average standard uncertainty of around 0.3 nm for the photodiodes. The SiO\textsubscript{2} layer thickness of the photodiodes was measured to be (1.6 ± 1.3) nm.
The refractive indices and extinction coefficients of SiO$_2$ and Si were interpolated from tabulated values of [61, 62], respectively. For ALD grown Al$_2$O$_3$ layers, the optical properties are dependent on the process parameters and substrate material [63, 64], and deviate significantly from that of crystalline Al$_2$O$_3$. Therefore, the complex refractive index of Al$_2$O$_3$ was measured by spectroscopic ellipsometry. The obtained values, shown in figure 4, are within the range of reported values [48, 63 – 65].

3.3. Calculation results

All calculations were conducted for $p$ polarized light, as it was used in the measurements. The calculated reflectance and oxide absorption losses of a seven-reflection trap at the wavelength of 488 nm for varying Al$_2$O$_3$ and SiO$_2$ interface layer thicknesses are shown in figures 5(a) and (b), respectively. Similarly, the results for the nine-reflection trap at the wavelength of 532 nm are shown in figures 6(a) and (b). The wavelengths correspond to those used in the characterization of the detectors (see section 5). Although the absorption losses are dependent on the thickness of the SiO$_2$ layer, all absorption occurs in the Al$_2$O$_3$, as the absorption coefficient of the SiO$_2$ layer is identical to zero for the wavelengths of interest [61, 66]. By applying the results shown in figures 5 and 6 to layer thicknesses of set A and B photodiodes, the absorption and reflectance losses of seven- and nine-reflection PQEDs assembled from both sets were predicted for $p$ polarized light. The values—with estimated standard uncertainties—are given in table 1. The uncertainty analysis takes into account contributions due to layer thicknesses, photodiode alignment and complex refractive indices. Uncertainty due to photodiode alignment was estimated by varying the angle between the photodiodes ($\beta$ in equation (4)) by $\pm 0.05^\circ$.

4. Calculated recombination losses

4.1. Simulation model

As all photodiodes from the same production set are assumed to be identical with respect to charge-carrier recombination losses, the IQD is modelled for a single photodiode and applied to all photodiodes from that set. In order to predict the charge-carrier recombination losses, a 3D simulation model of the photodiode structure was built into Cogenda Genius TCAD v. 1.8.0 [53], which is a semiconductor simulation software for determining the charge carrier transport in semiconductors in
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2D or 3D. The software solves the Poisson’s equation coupled with the continuity equation of holes and electrons [67, 68]. Shockley–Read–Hall (SRH) [69, 70], direct and Auger recombination models [67, 68] are implemented by default for the bulk, and the total bulk recombination is extracted from an integral of the whole simulation device. Surface recombination rate is modelled with the equation

\[ U_s = \left( n_i p_i - n_i^2 \right) \frac{1}{S_n} \left( n + n_i \right) + \frac{1}{S_p} \left( p + n_i \right), \]

where \( n_i \) is the intrinsic carrier concentration, \( n \) and \( p \) are the electron and hole concentrations at the surface, respectively, and \( S_n \) and \( S_p \) are the surface recombination velocities for electrons and holes, respectively.

Equation (6) can be derived from SRH formalism. By assuming a single level defect close to the midgap, where the recombination center is most effective [68], the surface recombination rate becomes [48, 68, 71]

\[ U_s = \left( n_i p_i - n_i^2 \right) \frac{v_th N_i}{\sigma_p (n + n_i) + \sigma_n (p + n_i)}, \]

Figure 8. Measured and simulated relative change of photocurrent as a function of bias voltage for Set B photodiodes. The simulations are shown for \( Q_f \) values 3 \( \cdot 10^{12} \) e cm\(^{-2}\) (a), 4 \( \cdot 10^{12} \) e cm\(^{-2}\) (b), 5 \( \cdot 10^{12} \) e cm\(^{-2}\) (c) and 6 \( \cdot 10^{12} \) e cm\(^{-2}\) (d). The inserts show the deviations of simulated values from cubic spline interpolation of the measured values.
minority carriers in the substrate and commonly reported for photovoltaic devices [48, 72].

Figure 7 shows the simulation structure, which corresponds to 1/8 of the real device. The length truncation and symmetry are applied in order to reduce the computational requirements. Calculation is also simplified by approximating the illuminated area as a uniform square. Default input parameters for the model, given in table 2, are used in the simulations unless otherwise stated. With the exception of $S_0$ and $Q_f$, the parameters that cannot be arbitrarily selected in the manufacturing process were obtained from the wafer manufacturer or were directly measured.

4.2. Obtaining values for fixed charge density $Q_f$ and surface recombination velocity $S_0$

We developed a method to extract the values for $S_0$ and $Q_f$, where the relative change of photocurrent as a function of bias voltage is measured, and the simulated bias voltage dependence of photocurrent is then fitted to the experimental data. The

Figure 9. Measured and simulated relative change of photocurrent for Set B photodiodes. The simulations are shown for $Q_f$ values of $4.3 \cdot 10^{12} \text{ e cm}^{-2}$ (a), $4.5 \cdot 10^{12} \text{ e cm}^{-2}$ (b) and $4.7 \cdot 10^{12} \text{ e cm}^{-2}$ (c). The inserts show the deviations of simulated values from cubic spline interpolation of the measured values.

Figure 10. Measured and simulated relative change of photocurrent for both sets of photodiodes, showing the best fits. These correspond to $S_0$ values of $3 \cdot 10^{4} \text{ cm s}^{-1}$ and $5 \cdot 10^{4} \text{ cm s}^{-1}$, and $Q_f$ values of $3.9 \cdot 10^{12} \text{ e cm}^{-2}$ and $4.5 \cdot 10^{12} \text{ e cm}^{-2}$ obtained for sets A and B, respectively.
measurement is straightforward; a single photodiode or a trap assembly is illuminated with stabilized laser beam. In the latter case, only the photocurrent of one of the photodiodes is taken into account and the other can be used as a monitor detector signal, as was done here. A rough estimate of the optical power absorbed by the photodiode needs to be known. Easiest way to determine this is to assume the photodiode to be ideal, as the IQD of the PQED is insignificantly small compared to the required accuracy of around 5%. Optionally, the incident power can be measured with another calibrated detector. For both sets, the modelled relative change of photocurrent for set B photodiodes for \( Q_f \) values ranging from 2 \( \times 10^{-12} \) to 7 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 \) values ranging from 3 \( \times 10^4 \) \( \text{cm}^2 \text{s}^{-1} \) to 3 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \). Extreme boundaries of the \( Q_f \) are easy to determine; either the amplitude or the shape of the curve—or both—differ significantly from the measured curve regardless of the \( S_0 \) value. At \( Q_f \) values of 4 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and 5 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \), the \( S_0 \) value of around 1 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \) gives the smallest amplitude; increasing or decreasing \( S_0 \) increases the amplitude, which also makes the match to the experimental amplitude worse in all cases. With additional calculations, the \( S_0 \) and \( Q_f \) values can be further iterated. Interpolated curve at \( Q_f = 4.5 \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 = 1 \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \) gave a reasonable fit. This point served as the initial guess for the next round of calculations, shown in figures 9(a)–(c), where \( Q_f \) values range from 4.3 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) to 4.7 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 \) values from 5 \( \times 10^4 \) \( \text{cm}^2 \text{s}^{-1} \) to 2 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \). The best fits for both sets are shown in figure 10.

4.3. Simulation results

Using the parameters given in table 2, the calculated recombination losses at the wavelength of 488 nm for sets A and B become 14\( \pm \)12 ppm and 21\( \pm \)18 ppm, respectively. The quoted 95% confidence interval was estimated by varying the parameters within reasonable limits and by testing the effects of the assumptions related to calculations. The uncertainty budget is given in table 3.

The largest contributions to the uncertainty of the calculated recombination losses come from the uncertainty of bulk doping concentration and the parameters \( S_0 \) and \( Q_f \). In the experimental results, the standard uncertainty of the relative change of photocurrent is around 0.01% and 0.003% for sets A and B, respectively, and it is dominated by the random variation of the zero bias photocurrent from saturated value, referred to as the amplitude of the curve, and the shape of the curve.

Figures 8(a)–(d) show, together with the experimental values, the modelled relative change of photocurrent for set B photodiodes for \( Q_f \) values from 3 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) to 6 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 \) values from 3 \( \times 10^4 \) \( \text{cm}^2 \text{s}^{-1} \) to 3 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \). Extreme boundaries of the \( Q_f \) are easy to determine; either the amplitude or the shape of the curve—or both—differ significantly from the measured curve regardless of the \( S_0 \) value. At \( Q_f \) values of 4 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and 5 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \), the \( S_0 \) value of around 1 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \) gives the smallest amplitude; increasing or decreasing \( S_0 \) increases the amplitude, which also makes the match to the experimental amplitude worse in all cases. With additional calculations, the \( S_0 \) and \( Q_f \) values can be further iterated. Interpolated curve at \( Q_f = 4.5 \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 = 1 \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \) gave a reasonable fit. This point served as the initial guess for the next round of calculations, shown in figures 9(a)–(c), where \( Q_f \) values range from 4.3 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) to 4.7 \( \times 10^{-12} \) \( \text{cm}^2 \text{s}^{-1} \) and \( S_0 \) values from 5 \( \times 10^4 \) \( \text{cm}^2 \text{s}^{-1} \) to 2 \( \times 10^5 \) \( \text{cm}^2 \text{s}^{-1} \). The best fits for both sets are shown in figure 10.

### Table 3. Main uncertainty components of the calculated recombination loss at the wavelength of 488 nm. All values are given at 95% confidence level.

<table>
<thead>
<tr>
<th>Component</th>
<th>Uncertainty of component</th>
<th>Uncertainty of recombination loss/ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set A</td>
<td>Set B</td>
</tr>
<tr>
<td>Bulk doping concentration/cm(^{-3})</td>
<td>2 ( \times 10^{11} )</td>
<td>2 ( \times 10^{11} )</td>
</tr>
<tr>
<td>Bulk lifetime/ms</td>
<td>+10</td>
<td>+10</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−15</td>
</tr>
<tr>
<td>Thickness of wafer/μm</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Backside doping level/cm(^{-3})</td>
<td>0.2 ( \times 10^{20} )</td>
<td>0.2 ( \times 10^{20} )</td>
</tr>
<tr>
<td>Length and width of the active area/μm</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Beam intensity profile</td>
<td>0.2 ( \times 10^{12} )</td>
<td>0.2 ( \times 10^{12} )</td>
</tr>
<tr>
<td>FC density/e·cm(^{-2})</td>
<td>+1.5 ( \times 10^{3} )</td>
<td>+1.5 ( \times 10^{3} )</td>
</tr>
<tr>
<td></td>
<td>−2 ( \times 10^{4} )</td>
<td>−2 ( \times 10^{4} )</td>
</tr>
<tr>
<td>SRV/cm(^{-1})</td>
<td>+67</td>
<td>+64</td>
</tr>
<tr>
<td></td>
<td>−9</td>
<td>−8</td>
</tr>
<tr>
<td>Combined uncertainty</td>
<td>+74</td>
<td>+68</td>
</tr>
<tr>
<td></td>
<td>−13</td>
<td>−14</td>
</tr>
</tbody>
</table>

\(^{1}\) Includes the component arising from the truncated photodiode model.
The bias voltage was measured with a multimeter connected in parallel with the photodiode. This measurement had an absolute standard uncertainty of around 30 $\mu$V, calibration uncertainty of the multimeter being the largest uncertainty component. The thermoelectric effects were assumed to be negligible, since the Seebeck coefficients of common cable and connector materials are around $\pm 2 \mu$V K$^{-1}$ [76] and the temperature gradients in the controlled laboratory environment are less than 1 K. At the steepest point, the relative change of photocurrent has a slope of about 1.7% V$^{-1}$. Thus, in terms of relative change of photocurrent, the uncertainty due to bias voltage measurement is insignificant.

The uncertainty due to bulk lifetime and doping concentration was estimated by varying parameters one at a time within the 95% confidence interval and performing the fitting process of section 4.2. Reducing the bulk lifetime leads into increased $Q_f$ and decreased $S_0$, and vice versa. Changing the doping concentration has little effect on the amplitude of the curve, but the shape of the curve needs to be altered by changing the $S_0$ value.

5. Characterization measurements

Characterization measurements were performed at Aalto University using power stabilized Ar$^+$ laser operated at the vacuum wavelength of 488.12 nm. The guard rings of the photodiodes were left floating in all measurements. Seven-reflection PQEDs assembled from both sets of photodiodes were characterized for spatial uniformity of responsivity and photocurrent ratio, specular reflectance, and absolute responsivity. In addition, the linearity of a PQED from set A and temperature dependence of dark current for a photodiode from both sets were measured. With the exception of the latter, all measurements were performed at room temperature. A schematic of the setup used for characterization measurements is shown in figure 11. For all measurements, unless otherwise specified, the detector was aligned in such a way that the beam hits the centre of the active area of the detector. This was achieved by moving the PQED in front of the laser beam using an xy translator and finding the edges of the active area. The centre of the active area is then taken as the midpoint of the edge-to-edge distances along horizontal and vertical axes.

In addition to characterization measurements by Aalto University, the absolute responsivity of a nine-reflection PQED assembled from set A photodiodes was measured at the wavelength of 532 nm by PTB at room temperature. Further details of measurement conditions are given in table 4.

Table 4. Measurement parameters in the characterization measurements at Aalto University and at PTB.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Aalto University</th>
<th>PTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacuum wavelength/nm</td>
<td>488.12</td>
<td>532</td>
</tr>
<tr>
<td>Optical power/µW</td>
<td>100</td>
<td>240</td>
</tr>
<tr>
<td>Beam diameter ($e^{-2}$)/mm</td>
<td>1.0</td>
<td>3.4</td>
</tr>
<tr>
<td>Polarization</td>
<td>$p$</td>
<td>$p$</td>
</tr>
<tr>
<td>PQED bias voltage/V</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Number of reflections PQED</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 11. Block diagram of the measurement setup at Aalto University. The detectors are nominally aligned so that the backreflection of the beam from the detector is parallel with the incident beam. For reflectance measurement (dashed beam) the detector under test was rotated 1.5°. The trap detector behind the neutral density filter was used for linearity measurements.

Figure 12. Temperature dependence of dark current for $n$-type photodiodes of both sets and for a $p$-type photodiode similar to that characterized in [1–3]. The $p$-type photodiode was reverse biased to 5 V, whereas nominal 10 V bias was used for $n$-type photodiodes.
5.1. Temperature dependence of dark current

The temperature dependence of dark current, shown in figure 12, was measured from a single photodiode of both sets. The photodiodes were heated in the thermally isolated container and then left to cool down slowly to a near steady state temperature over a period of 24 h, while constantly monitoring temperature and dark current. For comparison, an earlier measurement of a $p$-type PQED dark current at 5 V bias voltage is also shown. Both the dark current and its temperature dependence are significantly lower in the set A photodiode even though it is made using substrate twice as thick as that of set B. This is probably due to higher resistivity of the substrate and larger number of guard rings in the set A photodiode layout. These dark current properties become significant when low flux levels are measured, for example, in photometric applications [39, 40] or single photon applications [34].

5.2. Spatial uniformity of responsivity

The spatial uniformity of the responsivity was measured with a two-axis linear translator. The active area was scanned in both directions with 1 mm steps from $-4$ to $+4$ mm relative to the centre of the active area. The results, presented for the PQED labelled as A1 in figure 13, indicate that with a laser beam diameter of 1 mm, the responsivity changes less than 30 ppm within a diameter of approximately 4 mm around the peak value. Reduced responsivity at the sides may be caused by loss of weak scattered radiation outside the main beam. A 4-mm-diameter circle with uniform responsivity is shown by the dashed red line.
signal centre in all detectors; similar uniformity was measured also for set B detectors. Thus, the spatial uniformity of the n-type PQED can match that of the p-type PQEDs [3].

5.3. Spatial uniformity of photocurrent ratio

Figure 14 shows the photocurrent ratio of the two n-type photodiodes of the detector A1. The measured values across the detector are in agreement with the modelled value of $4.52 \pm 0.16 (k = 2)$. Similarly to the p-type PQEDs, the photocurrent ratio of the n-type PQEDs shows a peak-to-peak variation of about 1% over the active area. It is remarkable that a feature of this magnitude is not seen in the spatial uniformity of the detectors. In addition to oxide thickness variations of the photodiodes, the non-uniformity in figure 13 is affected by non-uniform IQD, point-like defects on the surface of the photodiodes (e.g. dust particles), the entrance aperture shading the beam at large distances from the detector centre, and measurement noise. Consequently, the IQD of the n-type photodiodes is concluded to be spatially uniform at least within 30 ppm and the spatial variation of the photocurrent ratio is mainly due to variations in the photodiode reflectance.

5.4. Linearity

Figure 15 shows the linearity of the detector A1, which was measured by adjusting the optical power with neutral density filters in front of the laser and with the liquid crystal based power stabilizer (see figure 11). A three-element reflectance trap built from Hamamatsu S1337 photodiodes was used as a reference. The responsivity of the Hamamatsu S1337 has been demonstrated to be linear up to photocurrents of 100 µA [77–80]. At higher power levels, a neutral density filter was used in front of the reference detector to maintain operation at the linear range. The non-linearity of the PQED, albeit measured with both photodiodes in parallel, is most probably dominated by the saturation of the first photodiode, as it measures about 80% of the incident flux at 488 nm.

5.5. Specular reflectance

The dashed line in figure 11 shows the measurement scheme for specular reflectance. The power of the incident laser beam was measured with the PQED under test and a conventional three-element reflection trap detector was used to collect the reflected light from the PQED. This trap was compared against one of the PQEDs to determine its responsivity. The uncertainty budget of the reflectance measurement is similar to that given in [3], with the exception of components arising from the Brewster window, which in this case can be omitted. Typical absolute standard uncertainty of measured reflectance is around 0.2 ppm, where the largest component of uncertainty is the reproducibility of the measurements.

The measured values of reflectance at the wavelength of 488 nm were $(172.8 \pm 0.2)$ ppm and $(155.5 \pm 0.2)$ ppm for detectors A1 and A2, respectively. For set B, the deviation was smaller; the measured reflectances were $(109.3 \pm 0.2)$ ppm for B1 and $(111.3 \pm 0.2)$ ppm for B2. All measurement results are well within the standard uncertainty of the modelled reflectance.

5.6. Absolute responsivity

P-type PQEDs, similar to those characterized in [1–3], were used as references in the absolute responsivity measurements of the n-type PQEDs. The reference at PTB was compared against cryogenic ESR, whereas the responsivity of the reference at Aalto University and its uncertainty were predicted according to [1, 33]. The IQD value of PQED A3 was determined by correcting the measured responsivity with the calculated reflectance of $(9.7 \pm 2.0)$ ppm (see table 1). For others, the measured reflectance values were used. The measured IQD values together with the predicted values are shown in figure 16. The predicted value is calculated as the sum of absorption and recombination losses, while the combined uncertainty is taken as a quadrature sum of the uncertainties.
(see tables 1 and 3). The effect of quantum gain is in the order of $10^{-8}$ [33] and is neglected.

6. Conclusions

The first ever PQED to utilize $n$-type silicon and Al$_2$O$_3$ layer to form the induced junction was developed, manufactured, modelled and characterized. Due to the high fixed charge density, the Al$_2$O$_3$ layer can be a factor of 10 thinner than the SiO$_2$ layers used with $p$-type PQED photodiodes. Two sets of detectors with different substrate doping concentrations and thicknesses were manufactured. ALD was used to grow the Al$_2$O$_3$ layer, as it provides a controlled method to produce uniform oxide layers to an atomically specified thickness.

The absorption and reflectance losses of the $n$-type PQED photodiodes were analysed using the TMM. For the calculations, the thickness and complex refractive index of the ALD grown Al$_2$O$_3$ layer were measured by spectroscopic ellipsometry. The reflectance and absorption losses both show a monotonic behaviour as a function of Al$_2$O$_3$ layer thickness. This suggests that the spatial variation of photocurrent ratio or reflectance could possibly be used to estimate the uniformity in the thickness of the oxide layer. Future work could include further investigation of these possibilities similarly as was done in [3, 38] for the $p$-type PQED.

In order to predict recombination losses, a 3D simulation model of the photodiode structure was built into Cogenda Genius semiconductor simulation software. The input parameters in the simulation are either obtained from wafer manufacturer, selected in the manufacturing processing, or they can be directly measured. A novel method to extract the values for the fixed charge density and the surface recombination velocity of electrons and holes was developed, where the relative change of photocurrent as a function of bias voltage is measured, and the simulated bias voltage dependence of photocurrent is then fitted to the experimental data. This makes the prediction of the PQED responsivity a completely autonomous process.

The characterization measurements at the wavelength of 488 nm showed beneficial features for $n$-type photodiodes as compared with the earlier $p$-type PQED photodiodes. For both sets of photodiodes, the responsivity of the assembled PQEDs is uniform within 30 ppm in the central area of 4 nm in diameter. Set A photodiodes were measured to be linear up to about 4 mW of radiant flux with reverse bias voltage of 10 V. This result is also consistent with the calculated linearity. For comparison, the $p$-type photodiodes are measured to be linear up to 400 µW at the wavelength of 760 nm and with 5 V bias [2]. In addition, the dark current of the set A photodiodes, and its temperature dependence, were shown to be significantly smaller than those of $p$-type PQEDs. This property is favorable when radiant flux in the few photon regime is measured. Such a detector based on a single PQED photodiode is in development.

The predicted and measured responsivities of the $n$-type PQEDs show a systematic underestimation of the predicted IQD at the wavelengths of 488 nm and 532 nm. Possible explanations are the limitations and simplifications of the 1D model used to predict the spectral responsivity of the $p$-type PQEDs which has been used as reference in the determination of the IQD of $n$-type PQEDs at the wavelength of 488 nm. However, the IQD of PQED A3 at the wavelength of 532 nm measured against a cryogenic radiometer is significantly larger than the predicted IQD, too. This indicates that also the 3D model might underestimate the IQD. A reason for the higher than expected quantum deficiencies could be residual contaminations on the photodiode surface, and simplifications and limitations of the 3D model. Further investigation of the method to obtain simulation parameters is also needed. For example, the bias voltage dependence of the responsivity could be measured at different wavelengths and power levels.

The results obtained in this research indicate that the $n$-type induced junction photodiode is a very promising alternative to the existing $p$-type detectors. Consequently, it proves that the manufacturing of PQEDs is no longer dependent on the availability of a particular silicon process. Finally, it gives additional credibility to the concept of a modelled quantum detector serving as a primary standard.
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