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1. Introduction

In some engineering applications the understanding of unsaturated soil behaviour becomes inevitably important and necessary for an effective design. A pronounced example is the case of bentonite which is the material of choice for engineering barriers due to its very low permeability, relative resistance to chemicals and swelling behaviour upon wetting. For instance, bentonite is used as barriers for nuclear waste disposal sites where safety specifications are especially strict [1,2]. Ideally, barriers should be nearly impermeable, self-healing (so the influence of cracks and initial imperfections is minimised) and possess properties such that the surrounding environment remains unaffected by radioactive waste materials for a very long time, typically tens of thousands of years. A suitable barrier material design requires prediction of complex behaviour under high temperature gradient, hydraulic processes and development of gas pressure. The design also requires prediction of the self-healing properties obtained due to swelling upon wetting and high pressure state in the material. Nonetheless, the developed swelling pressure should not be too high, as that could adversely affect the containers for the nuclear material. Finally, the material is also affected by radioactivity and chemical reactions, though these factors are not included in this study.

A significant body of research accumulated for these sealing materials (e.g. [3,4]), which generally agree that the modelling should consider the fully coupled (chemo-) thermo-hydro-mechanical behaviour of bentonite. This paper presents a physical framework which can be extended to include chemical effects and radioactivity effects. The framework is general and suitable for unsaturated soils and geomaterials. It can also be used for porous materials, as each constitutive equation can be easily replaced by another formulation more suitable for given application.

Experience gained in different scientific disciplines [3,5–8] suggests that the finite element method is one of the best methods to numerically solve such a coupled system of equations. This study presents in details the coupled physical formulation, finite element discretisation and implementation of the thermo-hydro-mechanical equations governing the behaviour of porous geomaterials. This paper also discusses Barcelona Basic Model (BBM) [9] and its thermo-mechanical extension [10].

Finally, this paper provides verification and validation against analytical solutions, well-established THM code (CODE_BRIGHT [11]) results, and experimental data. The numerical results are satisfactory from the point of view of matching theoretical solutions and approaching real physical behaviour.

Despite focusing on bentonite behaviour, the described physical framework is general and may be used for simulation of THM
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Roman

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>auxiliary term</td>
</tr>
<tr>
<td>( A_0 )</td>
<td>amplitude, ( \Theta )</td>
</tr>
<tr>
<td>( A )</td>
<td>Jacobian matrix</td>
</tr>
<tr>
<td>( b )</td>
<td>body force vector, M L (^{-2} ) T (^{-2} )</td>
</tr>
<tr>
<td>( c )</td>
<td>volumetric heat capacity, M L (^{-1} ) T (^{-2} ) ( \Theta^{-1} )</td>
</tr>
<tr>
<td>( c_k )</td>
<td>specific heat capacity of component ( k ) in phase ( i ), L (^{2} ) T (^{-2} ) ( \Theta^{-1} )</td>
</tr>
<tr>
<td>( C )</td>
<td>auxiliary term</td>
</tr>
<tr>
<td>( D )</td>
<td>auxiliary term</td>
</tr>
<tr>
<td>( D_{\text{aem}} )</td>
<td>molecular diffusivity of water vapour in air, L T (^{-1} )</td>
</tr>
<tr>
<td>( D^e )</td>
<td>elastic stiffness matrix</td>
</tr>
<tr>
<td>( D_{\text{el}} )</td>
<td>molecular diffusivity due to temperature, M L (^{-1} ) T (^{-1} ) ( \Theta^{-1} )</td>
</tr>
<tr>
<td>( D_{\text{ew}} )</td>
<td>molecular diffusivity due to moisture, M L (^{-2} ) T (^{-1} )</td>
</tr>
<tr>
<td>( E )</td>
<td>Young's modulus, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( E_{\text{th}} )</td>
<td>thermodynamic state function of component ( k ) in phase ( i )</td>
</tr>
<tr>
<td>( e )</td>
<td>Euler's number or Napier's constant</td>
</tr>
<tr>
<td>( F )</td>
<td>yield function</td>
</tr>
<tr>
<td>( f_{\text{fro}} )</td>
<td>external forces vector, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( g )</td>
<td>shear modulus, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( g )</td>
<td>earth gravity acceleration, L T (^{-2} )</td>
</tr>
<tr>
<td>( g_{\text{v}}, g_{\text{o}}, g_{\text{w}} )</td>
<td>van Genuchten curve fitting parameters</td>
</tr>
<tr>
<td>( H )</td>
<td>Henry's volumetric coefficient of solubility</td>
</tr>
<tr>
<td>( h_\text{g} )</td>
<td>gas pressure head, L</td>
</tr>
<tr>
<td>( h_\text{g} )</td>
<td>nodal gas pressure head, L</td>
</tr>
<tr>
<td>( h_{\text{w}} )</td>
<td>water pressure head, L</td>
</tr>
<tr>
<td>( h_{\text{w}} )</td>
<td>nodal water pressure head, L</td>
</tr>
<tr>
<td>( f_i^k )</td>
<td>non-advective flux of component ( k ), M L (^{-2} ) T (^{-1} )</td>
</tr>
<tr>
<td>( k )</td>
<td>material bulk modulus, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( k )</td>
<td>BBM parameter</td>
</tr>
<tr>
<td>( k_i^g )</td>
<td>gas phase hydraulic conductivity, L T (^{-1} )</td>
</tr>
<tr>
<td>( k_i^{\text{dry}} )</td>
<td>gas phase dry hydraulic conductivity, L T (^{-1} )</td>
</tr>
<tr>
<td>( k_i^{\text{dry}} )</td>
<td>gas phase dry intrinsic permeability, L (^{-2} )</td>
</tr>
<tr>
<td>( k_i^l )</td>
<td>liquid phase hydraulic conductivity, L T (^{-1} )</td>
</tr>
<tr>
<td>( k_i^{\text{sat}} )</td>
<td>liquid phase saturated hydraulic conductivity, L T (^{-1} )</td>
</tr>
<tr>
<td>( k_{\text{ref}} )</td>
<td>liquid phase reference permeability, L (^{-2} )</td>
</tr>
<tr>
<td>( k_i^{\text{sat}} )</td>
<td>liquid phase saturated intrinsic permeability, L (^{-2} )</td>
</tr>
<tr>
<td>( L )</td>
<td>length, L</td>
</tr>
<tr>
<td>( L )</td>
<td>latent heat of water vaporization, L (^2) T (^{-2} )</td>
</tr>
<tr>
<td>( M_{\text{dry}}, K_{\text{dry}}, f_i^k )</td>
<td>terms being defined in Appendix B</td>
</tr>
<tr>
<td>( M )</td>
<td>material stiffness matrix</td>
</tr>
<tr>
<td>( M )</td>
<td>slope of critical state line</td>
</tr>
<tr>
<td>( M_{\text{g}} )</td>
<td>molar mass of dry air, M mol (^{-1} )</td>
</tr>
<tr>
<td>( M_{\text{w}} )</td>
<td>molar mass of vapour, M mol (^{-1} )</td>
</tr>
<tr>
<td>( m )</td>
<td>auxiliary vector, {1, 1, 1, 0, 0, 0}</td>
</tr>
<tr>
<td>( N_{\text{b}} )</td>
<td>basis function</td>
</tr>
<tr>
<td>( N_{\text{b}} )</td>
<td>shape function</td>
</tr>
<tr>
<td>( n )</td>
<td>normal vector</td>
</tr>
<tr>
<td>( n )</td>
<td>porosity</td>
</tr>
<tr>
<td>( n_{\text{ref}} )</td>
<td>reference porosity</td>
</tr>
<tr>
<td>( P_{\text{atm}} )</td>
<td>atmospheric pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( P )</td>
<td>total gas pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( P_i )</td>
<td>liquid pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( P_v )</td>
<td>vapour partial pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( p )</td>
<td>isotropic preconsolidation pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( p )</td>
<td>mean net pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( p_{\text{ref}} )</td>
<td>reference mean pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( p_{\text{ref}} )</td>
<td>saturated isotropic preconsolidation pressure at reference temperature, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( p_i )</td>
<td>saturated isotropic preconsolidation at the beginning of loading step ( i ), M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( q )</td>
<td>reference pressure in BBM</td>
</tr>
<tr>
<td>( q )</td>
<td>water pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( q_{\text{ref}} )</td>
<td>reference water pressure, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( Q )</td>
<td>plastic potential function</td>
</tr>
<tr>
<td>( Q^{\text{ref}} )</td>
<td>sink/source term of component ( k ), M L (^{-3} ) T (^{-1} )</td>
</tr>
<tr>
<td>( v )</td>
<td>Darcy velocity, L T (^{-1} )</td>
</tr>
<tr>
<td>( q )</td>
<td>boundary flux vector</td>
</tr>
<tr>
<td>( q )</td>
<td>deviatoric stress, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( q_{\text{ref}} )</td>
<td>total heat flux, M T (^{-3} )</td>
</tr>
<tr>
<td>( q_{\text{inf}} )</td>
<td>infiltration rate, L T (^{-1} )</td>
</tr>
<tr>
<td>( q_{\text{c}} )</td>
<td>conductive heat flux, M T (^{-3} )</td>
</tr>
<tr>
<td>( R )</td>
<td>residuals matrix</td>
</tr>
<tr>
<td>( R )</td>
<td>universal gas constant, M L (^2) T (^{-2}) ( \Theta^{-1} ) mol (^{-1} )</td>
</tr>
<tr>
<td>( RH )</td>
<td>relative humidity</td>
</tr>
<tr>
<td>( r )</td>
<td>BBM parameter</td>
</tr>
<tr>
<td>( S )</td>
<td>degree of saturation</td>
</tr>
<tr>
<td>( S )</td>
<td>gas degree of saturation at completely dry system</td>
</tr>
<tr>
<td>( S )</td>
<td>gas degree of saturation at the residual state</td>
</tr>
<tr>
<td>( S )</td>
<td>absorbed portion of degree of saturation</td>
</tr>
<tr>
<td>( S )</td>
<td>degree of saturation at the residual state</td>
</tr>
<tr>
<td>( S_{\text{sat}} )</td>
<td>degree of saturation at full saturation</td>
</tr>
<tr>
<td>( s )</td>
<td>suction, M L (^{-1} ) T (^{-2} )</td>
</tr>
<tr>
<td>( t )</td>
<td>absolute temperature, ( \Theta )</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature equals to 273.16 K, ( \Theta )</td>
</tr>
<tr>
<td>( T_{\text{ref}} )</td>
<td>Nodal temperature, ( \Theta )</td>
</tr>
<tr>
<td>( T )</td>
<td>average temperature, ( \Theta )</td>
</tr>
<tr>
<td>( t )</td>
<td>boundary traction vector, M L (^{-2} ) T (^{-2} )</td>
</tr>
<tr>
<td>( t )</td>
<td>time, T</td>
</tr>
<tr>
<td>( \mathbf{t}(\cdot) )</td>
<td>trace operator</td>
</tr>
<tr>
<td>( \mathbf{u} )</td>
<td>Nodal displacements, L</td>
</tr>
<tr>
<td>( u )</td>
<td>solid matrix displacement vector, L</td>
</tr>
<tr>
<td>( v )</td>
<td>specific volume</td>
</tr>
<tr>
<td>( v )</td>
<td>velocity of phase ( i ), L T (^{-1} )</td>
</tr>
<tr>
<td>( v_{\text{c}} )</td>
<td>Mass flow factor</td>
</tr>
<tr>
<td>( X )</td>
<td>storage for system unknowns</td>
</tr>
<tr>
<td>( z )</td>
<td>vertical position, L</td>
</tr>
</tbody>
</table>

Greek

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \set )</td>
<td>BBM non-associate plasticity coefficient</td>
</tr>
<tr>
<td>( \set_0, \set_1, \set_2 )</td>
<td>elastic thermal strain parameters</td>
</tr>
<tr>
<td>( \set_{\text{m}} )</td>
<td>parameters control thermal effects on preconsolidation pressure</td>
</tr>
<tr>
<td>( \set_{\text{m}} )</td>
<td>parameters control ( \kappa ) value</td>
</tr>
<tr>
<td>( \set_{\text{m}, 1}, \set_{\text{m}, 2} )</td>
<td>parameters control ( \kappa_s ) value</td>
</tr>
<tr>
<td>( \set_{\text{m}, 1} )</td>
<td>material hydraulic parameter</td>
</tr>
<tr>
<td>( \beta_{\text{sp}} )</td>
<td>coefficient of solid particles compressibility, M (^{-1} ) L T (^{-2} )</td>
</tr>
<tr>
<td>( \beta_{\text{sp}} )</td>
<td>coefficient of volumetric thermal expansion of solid particles, ( \Theta^{-1} )</td>
</tr>
<tr>
<td>( \beta_{\text{wo}} )</td>
<td>coefficient of water compressibility, M (^{-1} ) L T (^{-2} )</td>
</tr>
<tr>
<td>( \beta_{\text{wo}} )</td>
<td>coefficient of volumetric thermal expansion of water, ( \Theta^{-1} )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>BBM parameter, M (^{-1} ) L T (^2)</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>increment</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>elastic strain rate vector</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>elastic strain rate due to suction</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>elastic strain rate due to net stress vector</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>elastic strain rate due to temperature</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>plastic strain rate vector</td>
</tr>
</tbody>
</table>
coupled behaviour of a variety of geomaterials. Therefore, in what follows the terms bentonite, soil, or geomaterial are used interchangeably. The scope of application of the code can be easily extended to include other fields such as geothermal energy extraction [12,13] or freezing and thawing behaviour of soils [14,15]. The framework is also suitable for saturated and unsaturated soils due to the fact that unnecessary physical couplings can be easily removed.

The presented physical framework is complete from the point of view of taking into account thermal, hydraulic and mechanical effects in unsaturated material. The framework does not only gather different components which were not necessarily used together beforehand, but also contains a number of extensions which were previously omitted or disregarded. Those include: (1) more accurate dry air and thermal energy balance equations; (2) a derivation of an explicit formula for the plastic multiplier in case of thermo-mechanical BBM; (3) new implementation of the effect of temperature on the water retention curve with its consequences on the governing balance equations and (4) a full presentation of the finite element discretisation of the balance equations. In the latter point lies the main significance of this contribution as it also compiles a number of physical equations in a single paper, creating a useful reference. In addition, the paper shows verification and validation of the finite element method implementation, giving unique solutions to benchmark problems.

2. Governing equations

This section gathers all the constitutive models, physical assumptions and mathematical equations used in the framework. These include mass and energy balance and associated constitutive equations.

2.1. Mass balance equations

The framework uses an assumption that a porous geomaterial is continuous with three phases: liquid (l), gas (g) and solid (s) each sharing a unified point of the studied domain. The gas phase consists of dry air and water vapour, the liquid phase consists of liquid water and dissolved dry air, and the solid phase is composed of soil grains, see Fig. 1(a) and (b). For a reference unit volume, the gas and liquid phases together occupy voids represented by

\[
\varepsilon_{\text{v}} \quad \text{plastic volumetric strain rate}
\]

\[
\varepsilon_{\psi} \quad \text{finite strain volumetric strain}
\]

\[
\delta \quad \text{increment}
\]

\[
\gamma \quad \text{material constant}
\]

\[
\Phi_h \quad \text{soil heat capacity, } M \cdot L^{-1} \cdot T^{-2}
\]

\[
\phi_i \quad \text{volume fraction of phase } i
\]

\[
\Gamma \quad \text{boundary of the domain } \Omega
\]

\[
\kappa \quad \text{isotropic swelling index}
\]

\[
\kappa_o \quad \text{reference isotropic swelling index}
\]

\[
\kappa_s \quad \text{swelling index due to suction}
\]

\[
\kappa_{\text{iso}} \quad \text{reference swelling index due to suction}
\]

\[
\Lambda \quad \text{multiplier}
\]

\[
\ell \quad \text{isotropic compression index at full saturation}
\]

\[
\ell_{\text{dry}} \quad \text{thermal conductivity of dry material, } M \cdot L^{-1} \cdot T^{-1} \cdot \Theta^{-1}
\]

\[
\ell_{\text{sat}} \quad \text{thermal conductivity saturated material, } M \cdot L^{-1} \cdot T^{-1} \cdot \Theta^{-1}
\]

\[
\lambda \quad \text{thermal conductivity, } M \cdot L^{-1} \cdot T^{-1} \cdot \Theta^{-1}
\]

\[
\nu \quad \text{Poisson’s ratio}
\]

\[
\mu_g \quad \text{gas phase dynamic viscosity, } M \cdot L^{-1} \cdot T^{-1}
\]

\[
\mu_l \quad \text{liquid phase dynamic viscosity, } M \cdot L^{-1} \cdot T^{-1}
\]

\[
\rho_k \quad \text{dry air density, } M \cdot L^{-3}
\]

\[
\rho_l \quad \text{bulk density, } M \cdot L^{-3}
\]

\[
\rho_i \quad \text{density of phase } i, \ M \cdot L^{-3}
\]

\[
\rho_k \quad \text{density of component } k \text{ in phase } i, \ M \cdot L^{-3}
\]

\[
\rho_{k \text{sat}} \quad \text{water vapour density, } M \cdot L^{-3}
\]

\[
\rho_{k \text{dry}} \quad \text{saturated water vapour density, } M \cdot L^{-3}
\]

\[
\rho_{k \text{ref}} \quad \text{reference water density, } M \cdot L^{-3}
\]

\[
\rho_s \quad \text{solid particles density, } M \cdot L^{-3}
\]

\[
\rho_{\text{sat}} \quad \text{reference solid particles density, } M \cdot L^{-3}
\]

\[
\rho_T \quad \text{thermal BBM parameter}
\]

\[
\sigma \quad \text{net stress vector, } M \cdot L\cdot T^{-2}
\]

\[
\sigma_l \quad \text{surface tension of water, } M \cdot T^{-2}
\]

\[
\sigma_s \quad \text{reference surface tension, } M \cdot T^{-2}
\]

\[
\sigma_{\text{tot}} \quad \text{total stress tensor, } M \cdot L\cdot T^{-2}
\]

\[
\tau \quad \text{tortuosity}
\]

\[
\omega \quad \text{radial frequency, } T^{-1}
\]

\[
\omega_k \quad \text{mass fraction of component } k \text{ in phase } i
\]

\[
\omega_{\text{fit}} \quad \text{curve fitting parameter, } \Theta^{-1}
\]

\[
\ell_{\text{fit}} \quad \text{curve fitting parameter, } \Theta^{-1}
\]

\[
\psi \quad \text{matric suction head, } L
\]

\[
\Omega \quad \text{domain}
\]

\[
\cdot \quad \text{derivation with respect to time}
\]

\[
\partial \quad \text{partial differentiation operator}
\]

\[
\nabla \quad \text{gradient operator}
\]

\[
\nabla \quad \text{divergence operator}
\]

Superscripts

\[
e \quad \text{elastic}
\]

\[
g \quad \text{gas phase}
\]

\[
i \quad \text{phase (} i = l, g, s \text{)}
\]

\[
j \quad \text{iteration level}
\]

\[
l \quad \text{liquid phase}
\]

\[
m \quad \text{component summation indicator}
\]

\[
s \quad \text{solid phase}
\]

\[
tot \quad \text{total}
\]

\[
\nu \quad \text{volumetric}
\]

\[
\zeta \quad \text{relative permeability curve fitting parameters, } L^{-1}
\]

Subscripts

\[
a \quad \text{dry air component}
\]

\[
e \quad \text{elastic}
\]

\[
g \quad \text{gas phase}
\]

\[
k \quad \text{component (} k = a, w, s \text{)}
\]

\[
p \quad \text{plastic}
\]

\[
s \quad \text{solids component}
\]

\[
T \quad \text{temperature}
\]

\[
u \quad \text{refers to mechanical effect}
\]

\[
\nu \quad \text{water vapour}
\]

\[
w \quad \text{water component}
\]

Abbreviations

1D one dimensional

BBM Barcelona basic model

FE finite element

THM thermo-hydro-mechanical
the soil porosity \( n \) whereas the solid phase occupies the remaining volume fraction \( \phi^s = (1 - n) \). The liquid degree of saturation \( S^l \) measures the void volume fraction occupied by the liquid phase \( \phi^l = nS^l \) whereas the gas degree of saturation \( S^g \) measures the void volume fraction occupied by the gas phase \( \phi^g = nS^g \) with constraint \( S^l + S^g = 1 \). This paper adopts the compositional approach of [16,17] for developing the balance equations, while the mass conservation is considered for each component instead of each phase. As a consequence, the mass balance during phase transition is implicitly taken into account without the need for special treatment.

The general mass balance equation for the component \( k \) in phase \( i \) is expressed as [7,16,18]:

\[
\frac{\partial (\phi^i \rho^i \alpha^i_k)}{\partial t} + \mathbf{V} \cdot (\phi^i \rho^i \alpha^i_k \mathbf{v}) + \mathbf{V} \cdot \mathbf{f}_i = Q_i^k
\tag{1}
\]

where the symbols \( \phi^i \) and \( \rho^i \) denote volume fraction and density of the phase \( i (i = s,l,g) \). The mass fraction of component \( k \) in the \( i \)-phase is expressed by \( \alpha^i_k = \rho^i_k / \rho^i \). The phase-velocity vector is represented by \( \mathbf{v} \) whereas \( \mathbf{f}_i \) is the non-advective flux vector of the component \( k \). The gradient is denoted by \( \mathbf{V} \) and the inner product is denoted by the dot. The combined symbol \( \mathbf{V} \cdot \mathbf{v} \) is the divergence operator.

Eq. (1) describes mass transport carried out by advection (normal fluid flow) and non-advective mechanisms (e.g., diffusion or dispersion). Additionally, the soil can store or lose fluid mass over time (e.g., due to mechanical deformations). It also shows through the term \( Q_i^k \) that a component may gain or lose mass directly by the existence of sources or sinks in the studied domain, e.g., due to chemical reactions.

For a reference unit volume, the sum of volume fractions over the three phases equals unity, that is, \( \sum_i \phi^i = 1 \). Furthermore, the sum of the mass fraction over \( m \) components in a certain phase equals one, i.e., \( \sum_k \alpha^i_k = 1 \), where \( m = 2 \) for gas and liquid phase and \( m = 1 \) for solid phase. In order to ensure mass balance, the sum of the non-advective terms within one phase vanishes such that \( \sum_i \mathbf{f}_i = 0 \) and in the absence of any external sink or source in the domain, the sum \( \sum_i Q_i^k \) for the component \( k \) over all three phases also vanishes. The equation of mass conservation for one phase may be constructed by the summation of the equations of each component in the corresponding phase. As a consequence of Eq. (1) and the aforementioned discussion, the mass balance equation for the \( i \)-phase becomes:

\[
\frac{\partial (\phi^i \rho^i)}{\partial t} + \mathbf{V} \cdot (\phi^i \rho^i \mathbf{v}) = 0
\tag{2}
\]

2.1.1. Mass balance of solid component

Similarly to the derivation of Eq. (2), the mass balance equation for solid component is:

\[
\frac{\partial (\phi^s \rho^s)}{\partial t} + \mathbf{V} \cdot (\phi^s \rho^s \mathbf{v}) = 0,
\tag{3}
\]

where the solid particle density \( \rho^s \) is commonly taken as a function of the mean net pressure \( p \) and the absolute temperature \( T \) [18]:

\[
\rho^s = \rho^{so} e^{b_p (p - p_0) - \beta_T (T - T_0)},
\tag{4}
\]

where \( \rho^{so} \) is a reference solid particle density at a reference mean net pressure \( p_0 \) and a reference absolute temperature \( T_0 \). The solid particle compressibility is taken into account through the coefficient \( \beta_T \), while the solid density variation with temperature is controlled by the volumetric thermal expansion coefficient \( b_p \). In general, the solid density increases with pressure and decreases with increasing temperature. The evolution of solid density in time can be described using the chain rule,

\[
\frac{\partial \rho^s}{\partial t} = \frac{\partial \rho^s}{\partial p} \frac{\partial p}{\partial t} + \frac{\partial \rho^s}{\partial T} \frac{\partial T}{\partial t} = \beta_p p^s \frac{\partial p}{\partial t} - \beta_T \rho^s \frac{\partial T}{\partial t}
\tag{5}
\]

On expanding the time derivative and divergence operator in Eq. (3) and noting that \( \phi^s = (1 - n) \),

\[
(1 - n) \frac{\partial \rho^s}{\partial t} - \rho^s \frac{\partial n}{\partial t} \mathbf{v} + (1 - n) \rho^s \mathbf{v} \cdot \mathbf{v}^s + (1 - n) \mathbf{v} \cdot \mathbf{v}^s = 0
\tag{6}
\]

Assuming slow deformation velocity of the solid matrix, that is \( \mathbf{v}^s \approx 0 \) and employing Eq. (5), porosity variation over time reads:

\[
\frac{\partial n}{\partial t} = (1 - n) \left( \mathbf{v} \cdot \mathbf{v}^s + \beta_p \frac{\partial p}{\partial t} - \beta_T \frac{\partial T}{\partial t} \right)
\tag{7}
\]

Furthermore, by employing the definitions of solid matrix velocity \( \mathbf{v}^s \) and the infinitesimal volumetric strain \( \varepsilon_v \), the divergence of solid matrix velocity \( \mathbf{v} \cdot \mathbf{v}^s \) can be linked to the rate of volumetric strains as follows:

\[
\mathbf{v}^s = \frac{\partial \mathbf{u}}{\partial t}; \quad \varepsilon_v = \nabla \cdot \mathbf{u} \quad \text{yields} \quad \mathbf{v} \cdot \mathbf{v}^s = \mathbf{v} \cdot \left( \frac{\partial \mathbf{u}}{\partial t} \right) = \frac{\partial (\mathbf{v} \cdot \mathbf{u})}{\partial t} - \frac{\partial \varepsilon_v}{\partial t}
\tag{8}
\]

where \( \mathbf{u} \) is the solid matrix displacements vector. Hence, the evolution of soil porosity in time is:

\[
\frac{\partial n}{\partial t} = (1 - n) \left( \frac{\partial \varepsilon_v}{\partial t} + \beta_p \frac{\partial p}{\partial t} - \beta_T \frac{\partial T}{\partial t} \right)
\tag{9}
\]

This expression implies that soil porosity is affected by variations in soil temperature, mechanical pressure on solid grains, and mechanical deformations of the soil matrix. This is especially important, as this is the main source of mechanical coupling in the governing balance equations. However, due to the negligible
effect of the compressibility of soil solid grains in comparison to the contributions of other terms in Eq. (9), the simplification \( \beta_{wp} = 0 \) is adopted subsequently.

2.1.2. Mass balance of water component

Writing the mass balance equation (1) for the water component \((k = w)\) in the three phases \(i = l, g, s\) yields the following global water mass balance equation:

\[
\frac{\partial (\rho^l \rho^s \rho^w)}{\partial t} + \nabla \cdot (\rho^l \rho^s \mathbf{u}^l) + \nabla \cdot (\rho^s \mathbf{u}^s) + \nabla \cdot (\rho^w \mathbf{u}^w) = 0
\]

where \(\rho^l\), \(\rho^s\), and \(\rho^w\) are the liquid, solid, and water densities, respectively, and \(\mathbf{u}^l\), \(\mathbf{u}^s\), and \(\mathbf{u}^w\) are the phase velocity vectors in the respective phases. It follows from Eq. (16) that the liquid water density varies over time according to

\[
\frac{\partial \rho^l}{\partial t} = \frac{\partial \rho^l_{sw}}{\partial T} + \frac{\partial \rho^s}{\partial T} + \frac{\partial \rho^w}{\partial T} + \frac{\partial \rho_{pw}}{\partial T} \frac{\partial \rho_{pw}}{\partial T} = -\beta_{sw} \rho^l \frac{\partial T}{\partial t} + \beta_{wp} \rho_{pw} \frac{\partial T}{\partial t},
\]

where \(\rho_{pw}\) is the earth gravity acceleration.

2.1.2.2. Degree of saturation and hydraulic conductivity.

In the case of a partially saturated soil, the water degree of saturation depends on suction and other factors including temperature and soil dry density [20,21]. For the scope of this paper, only the influence of suction and temperature on the degree of saturation is considered, i.e., \(S\) is a function of \(\psi\) and \(T\) only. The matric suction head \(\psi\) is defined as the difference between the gas pressure head \(h_g\) and the pore-water pressure head \(h_w\).

\[
\psi = h_g - h_w
\]

If variations of suction head and temperature are known over time, the variation of the degree of saturation in time is given by

\[
\frac{\partial S^l}{\partial t} = \frac{\partial S^l}{\partial \psi} \frac{\partial \psi}{\partial t} + \frac{\partial S^l}{\partial T} \frac{\partial T}{\partial t} + \frac{\partial S^l}{\partial \psi} \frac{\partial \psi}{\partial T} + \frac{\partial S^l}{\partial T} \frac{\partial T}{\partial t}
\]

Hence a constitutive assumption connecting the soil saturation to suction head and temperature is necessary in order to evaluate the derivatives in Eq. (19). Although many expressions are available in the literature [22], the van Genuchten [23] model is used in this study:

\[
S^l = S^l_{sat} - S^l_{res} \left[1 + \left(a_{sat}|\psi|^{1/n_s} + a_{res}\right)\right]^{n_s}
\]

The symbols \(S_{sat}\) and \(S_{res}\) stand for degree of saturation at the residual state and at full saturation, respectively. Usually \(S_{sat} = 1.0\) and \(S_{res}\) is considered as a fitting parameter in the absence of any laboratory measurements. The formula has three fitting parameters: \(\sigma_s, g_s\), and \(g_m\), all of which are temperature dependent as proposed in [20]. To find the parameters, a linear relationship is assumed between surface tension of water \(\sigma_s\) and the absolute temperature \(T\) [20]:

\[
\sigma_s = 0.118 - 1.54 \times 10^{-4}T
\]

Eq. (21) yields a value of \(\sigma_s = 0.07285\) N/m for the surface tension of water at the reference absolute temperature \(T_{ref} = 293.16\) K (20 °C). The fitting parameters of van Genuchten model \(a_s, g_s\), and \(g_m\) are temperature dependent according to the following formula:

\[
g_s = \frac{\sigma_s}{\sigma_{sat}} g_{sat} - g_s - \frac{g_{sat}}{1 - \frac{g_{sat}}{g_{full}}} \left(T - T_{ref}\right) - 1
\]

Furthermore, the degree of saturation at zero suction \(S_{sat}^l\) is considered temperature dependent according to the following formula:

\[
S_{sat}^l = S_{sat} - \frac{c_{sat}^l}{c_{sat}^l(T - T_{ref})}
\]

In the above formulas \(c_s^l\) and \(c_{sat}^l\) are material parameters to be determined experimentally. They describe the sensitivity of the soil water characteristic curve to the temperature variations. Upon considering the temperature effect on van Genuchten parameters in Eq. (20), the variation in degree of saturation with temperature variation can be evaluated,

\[
\frac{\partial S^l}{\partial T} = \frac{\partial S^l_{sat}}{\partial T} + \frac{\partial S^l_{sat}}{\partial g_s} \frac{\partial g_s}{\partial T} + \frac{\partial S^l_{sat}}{\partial g_m} \frac{\partial g_m}{\partial T}
\]

where the terms of Eq. (24) are derived and given in Appendix A.
The hydraulic conductivity coefficient $K'$ (see Section 2.1.2.4), is also a function of temperature and saturation. Great many empirical expressions can describe this relationship [24]. However, [25–27] suggest that the following formula provides an acceptable fitting of the physical measurements for bentonite:

$$K' = K'^\text{s}_{\text{sat}} \left( \frac{S^* - S^*_{\text{sat}}}{S^*_{\text{sat}} - S^*_{\text{res}}} \right)^3$$

(25)

where $K'^\text{s}_{\text{sat}}$ is the hydraulic conductivity at full saturation in terms of saturated intrinsic permeability $k'^\text{s}_{\text{sat}}$ as follows:

$$k'^\text{s}_{\text{sat}} = \frac{\mu_l}{\mu_t}$$

(26)

where $\mu_l$ is the liquid dynamic viscosity. In case of water, the viscosity is considered to be temperature dependent according to the following empirical formula [28]:

$$\mu_l = \left( 243.18 \times 10^{-2} \right) 10^{2.2045}$$

(27)

The dependency of saturated intrinsic permeability on soil porosity is considered to be temperature dependent according to the following empirical formula [29,30]:

$$k'^\text{s}_{\text{sat}} = k'^\text{ref}_{\text{sat}} \left( \frac{1 - n_{\text{ref}}}{1 - n_{\text{sat}}} \right)^{n_{\text{ref}}}$$

(28)

where $k'^\text{ref}_{\text{sat}}$ is a reference saturated intrinsic permeability at a reference porosity $n_{\text{ref}}$. Similar hydraulic conductivity function to that in Eq. (20) may be used for gas [11]:

$$k'^\text{s}_{\text{dry}} = k'^\text{s}_{\text{dry}} \left( \frac{S^*_{\text{dry}} - S^*_{\text{sat}}}{S^*_{\text{dry}} - S^*_{\text{res}}} \right)^3$$

(29)

where $k'^\text{s}_{\text{dry}}$ is the gas hydraulic conductivity at completely dry state. The symbols $S^*_{\text{dry}}$ and $S^*_{\text{sat}}$ stand for gas degree of saturation of a fully dry system and at the residual state (near full water saturation), respectively. Usually $S^*_{\text{dry}} = 1.0$ and $S^*_{\text{sat}}$ is considered as a fitting parameter in the absence of any laboratory measurements. The gas hydraulic conductivity for fully dry system $k'^\text{s}_{\text{dry}}$ is given in terms of intrinsic gas permeability $k'^\text{s}_{\text{dry}}$:

$$k'^\text{s}_{\text{dry}} = \frac{\mu_t}{\mu_g}$$

(30)

The gas viscosity $\mu_g$ is assumed to be temperature dependent according to the following formula [31]:

$$\mu_g = 1.48 \times 10^{-6} \sqrt{T}$$

(31)

The above equation estimates the gas viscosity in [kg/m/s].

2.1.2.3. Water vapour density. The density of water vapour in the gas phase $\rho^w_g$ is taken as [7]

$$\rho^w_g = RH \rho^w_{\text{sat}}$$

(32)

where $RH$ is the relative humidity

$$RH = \frac{e^{\text{w}_{\text{sat}}} - e}{e - e^{\text{w}_{\text{sat}}}}$$

(33)

and $\rho^w_{\text{sat}}$ [kg/m³] is the empirically estimated saturated water vapour density, a function of temperature [32]

$$\rho^w_{\text{sat}} = 10^{-3} e^{19.891 - \frac{1.841}{T}}$$

(34)

In the above equations $T$ is estimated in Kelvin, $R = 8.3144$ J/mol/K is the universal gas constant and $M_w = 0.018016$ kg/mol is the molar mass of vapour. Other equally valid empirical formulas are available in literature [4], all of these correlations provide excellent fit to the experimental data. Employing Eqs. (33), (34) in (32) yields the following formula for the variation of water vapour density over time:

$$\frac{\partial \rho^w_g}{\partial t} = \frac{\partial \rho^w_g}{\partial T} \frac{\partial T}{\partial t} + \frac{\partial \rho^w_g}{\partial h_w} \frac{\partial h_w}{\partial t} + \frac{\partial \rho^w_g}{\partial h_g} \frac{\partial h_g}{\partial t} + \frac{\partial \rho^w_g}{\partial h_l} \frac{\partial h_l}{\partial t} = \left( \frac{\rho^w_g}{T^2} \right) \left( 4974.0 + \frac{2.2 \mu_\text{M} \psi}{R} \right) \frac{\partial T}{\partial t} + \rho^w_g \frac{\partial M_w}{RT} \left( \frac{\partial h_w}{\partial t} - \frac{\partial h_g}{\partial t} \right),$$

(35)

showing that the vapour density is affected by the temperature and suction variations in the soil.

2.1.2.4. Advection liquid and gas flow. The advective fluid flux obeys Darcy’s phenomenological law, where the fluid mass flows proportionally to the fluid total potential gradient. For liquid phase, the flux is:

$$q^l = -K^l (V h_w + 1).$$

(36)

and the advective gas flux is given as:

$$q^g = K^g \left( V h_g + \frac{\rho^g}{\rho_t^l} \right),$$

(37)

where $h_g$ is the gas pressure head being equal to the equivalent water pressure head. The gas pressure at any time is calculated as $P_g = P_t g h_g + P_w$. For an ideal gas, the total gas pressure $P_g$ is the sum of the partial pressures of its components:

$$P_g = P_t + P_w,$$

(38)

where $P_t$ and $P_w$ are the partial pressure of water vapour and dry air respectively. The density of dry air $\rho^g$ is

$$\rho^g = \frac{M_t P_t}{RT},$$

(39)

with molar mass of dry air $M_t = 0.0288$ kg/mol. The partial vapour pressure is calculated as:

$$P_v = \rho^v g h_v + \rho^v w h_w,$$

(40)

Using Eqs. (38)–(40), the dry air density is therefore

$$\rho^g = \frac{M_t (P_t - P_v)}{RT} = \frac{M_t \rho^v g h_v}{RT} - \frac{M_t \rho^v w h_w}{RT} = \frac{M_t \rho^v w h_w}{RT} - \frac{M_t \rho^v g h_v}{RT}.$$

(41)

Finally, the total gas density $\rho^g$ can be determined as the sum of the densities of water vapour and dry air:

$$\rho^g = \rho^v + \rho^g.$$

(42)

2.1.2.5. Non-adveective water flux. Following Philip and De Vries model [33], for non-isothermal conditions the temperature variation leads to noticeable variation in vapour pressure and moisture movement. According to their theory, the water mass flux in vapour state $f^w_{\text{tr}}$ can be attributed to moisture variation (suction gradient) in the system $f^w_{\text{tr}}$ and temperature variation $f^w_{\text{tr}}$:

$$f^w_{\text{tr}} = f^w_{\text{tr}} + f^w_{\text{tr}} = -D_w h_w + D_w h_w,$$

(43)

where
\[ D_{\text{lm}} = D_{\text{am}} v_r \phi^s \tau_{p_w} \frac{gM_w}{RT} \]  

and

\[ D_{l,t} = f_{l,T} D_{\text{am}} v_r \phi^s \tau_{p_w} \left[ \frac{4974.0}{T^2} + \frac{gM_w \phi}{RT^2} \right] \]  

The mass-flow factor \( v_r \) is taken as unity in this study and \( \tau \) is the tortuosity. The volumetric air content of soil is represented by \( \phi^s = nS^5 \) and the thermal enhancement factor by \( f_{l,T} \). The coefficient \( D_{\text{am}} \) is the molecular diffusivity of water vapour in air, shown to depend on temperature and gas pressure by [33],

\[ D_{\text{am}} = 5.89 \times 10^{-6} \left( \frac{T^{1.1}}{P_g} \right), \]  

where \( D_{\text{am}} \) is estimated in "m²/s", \( T \) in “K” and \( P_g \) in “pa”. In a later publication, De Vries [34] argued that Eq. (46) gives high values for \( D_{\text{am}} \) and proposed a modified version:

\[ D_{\text{am}} = 2.16 \times 10^{-5} \left( \frac{T}{T_{\text{ref}}} \right)^{1.8} \]  

with \( T_{\text{ref}} = 273.16 \) K. Based on the experimental findings of [35,36], the product \( v_r \phi^s \) in Eqs. (44) and (45) can be replaced by soil porosity \( n \) and

\[ D_{\text{am}} = 2.2 \times 10^{-5} \left( \frac{P_{\text{am}}}{P_g} \right) \left( \frac{T}{T_{\text{ref}}} \right)^{1.75} \]  

where \( P_{\text{am}} \) is the atmospheric pressure. These three formulations for estimating the vapour flow are implemented into the code. The calibration against experimental data usually dictates which formula to use.

As an alternative, Fick’s law can be used to model the vapour diffusion process [37]. The advantage of Fick’s law is that it requires fewer parameters. However, it does not explicitly separate the effects of temperature and moisture concentration on vapour diffusion. Therefore the model of Philip and De Vries has been implemented as it allows for physically meaningful separation of temperature and moisture concentration effects which leads to a better fit of experimental data.

### 2.1.2.6. Adopted mass balance equation of water component

By introducing the information in Sections 2.1.2.1–2.1.2.4 and 2.1.2.5 into Eq. (15) and rearranging terms, the mass balance equation of water component finally reads:

\[ \left[ n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial S_{\rho_w}}{\partial t} + n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial S_{\rho_{gM}}}{\partial t} \right] - \left( S_{\rho_w} + S_{\rho_{gM}} \right) \frac{\partial v}{\partial t} \]

\[ \left[ (nS_{\rho_w} + nS_{\rho_{gM}}) \frac{\partial S_{\rho_w}}{\partial t} - n(S_{\rho_w} - \rho_{gM}^s) \frac{\partial \rho_w}{\partial t} \right] \]

\[ \left[ -n(S_{\rho_w} - \rho_{gM}^s) \frac{\partial S_{\rho_w}}{\partial t} + n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial \rho_w}{\partial t} \right] \]

\[ + n(S_{\rho_w} - \rho_{gM}^s) \frac{\partial \rho_w}{\partial t} \frac{\partial S_{\rho_w}}{\partial t} \]

\[ + n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial \rho_w}{\partial t} \frac{\partial S_{\rho_w}}{\partial t} \]

\[ + n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial \rho_w}{\partial t} \frac{\partial \rho_{gM}}{\partial t} \]

\[ + n(S_{\rho_w} + S_{\rho_{gM}}) \frac{\partial \rho_w}{\partial t} \frac{\partial \rho_{gM}}{\partial t} \]

\[ + \nabla . (\rho_w \mathbf{v}) + \nabla . (\rho_{gM} \mathbf{v}) + \nabla . \mathbf{j}_w^s = 0 \]  

Therefore, soil water content is affected by temperature, pore-water pressure, pore-gas pressure, mechanical deformation of the solid matrix, and advection and diffusion processes.

### 2.1.3. Mass balance of dry air component

The mass balance equation for dry air is derived by the summation of Eq. (1) for the dry air component \( (k = a) \) over all the three phases \( (i = l, g, s) \),

\[ \frac{\partial (\phi^a \rho^a)}{\partial t} + \nabla . (\phi^a \rho^a \mathbf{v}) = \nabla . \mathbf{j}_a \]  

\[ \frac{\partial (\phi^a \rho^a \mathbf{v})}{\partial t} + \nabla . (\phi^a \rho^a \mathbf{v} \mathbf{v}) + \nabla . \mathbf{j}_a + \frac{\partial (\phi^a \rho^a \mathbf{v})}{\partial t} = 0 \]  

where

\[ \phi^a \rho^a \mathbf{v} = nS^5 \rho^a \mathbf{v} = n(1 - S^k) \rho^a \left( \frac{\rho^a}{\rho^k} \right) = n(1 - S^k) \rho^a \]  

represents the dry air mass in the gas phase. The volumetric mass of the dissolved dry air in liquid phase is obtained via Henry’s volumetric coefficient of solubility \( H \):

\[ \phi^a \rho^a \mathbf{v} = nH^a \rho^a \mathbf{v} = nH^a \rho^a \left( \frac{\rho^a}{\rho^k} \right) = nH^a \rho^a \]  

providing the mass of dry air dissolved in the liquid phase. It is assumed that no diffusion of dry air could happen in the liquid phase, and so \( \mathbf{j}_a = 0 \). Noticing the constraint \( \sum_{i=1}^{3} \mathbf{j}_i = 0 \) allows for the derivation of the non-adveptive part of dry air mass flux in gas phase \( \mathbf{j}_a^s \):

\[ \mathbf{j}_a^s = -\mathbf{j}_s^a \]  

meaning that within one phase, the components can mix due to diffusion or other non-adveptive process but without gain or loss in that phase mass. The non-adveptive water flux in gas phase \( \mathbf{j}_w^s \) is fully determined and discussed in details in Section 2.1.2.5. For the sake of simplicity, the density of dissolved dry air in water \( \rho^a \) is assumed to be equal to the density of the pore-dry air \( \rho^a \) [38]. Both will be indicated as \( \rho^a \) in the remainder of this paper. For a slowly deforming soil with \( v = 0 \) and taking into account Eq. (13), Eq. (45) takes the form

\[ \frac{\partial (nS^5 \rho^a)}{\partial t} + \frac{\partial (nH^a \rho^a)}{\partial t} + \nabla . (\rho^a \mathbf{v}) = \nabla . (\rho^a \mathbf{v}) \]  

\[ + \rho^a \left[ S^k + HS^k \right] \mathbf{v} - \mathbf{j}_w^s = 0 \]  

Upon expanding and re-arranging:

\[ n \rho^a \left[ S^k + HS^k \right] \frac{\partial}{\partial t} \left[ \frac{\partial H^a}{\partial t} + n \left[ S^k + HS^k \right] \frac{\partial \rho^a}{\partial t} \right] + n \rho^a \left[ S^k + HS^k \right] \frac{\partial \rho^a}{\partial t} + \nabla . (\rho^a \mathbf{v}) \]

\[ + \nabla . (\rho^a \mathbf{v}) - \mathbf{j}_w^s = 0 \]  

The most important terms in the above equation will be discussed in more details in the following sections.

### 2.1.3.1. Henry’s volumetric coefficient of solubility

Based on the law of ideal gas, the Henry’s volumetric coefficient of solubility is [39]

\[ H = \frac{\rho^a}{H^a M_w} \]
where $H_e = 10^{10} \text{Pa}$ is the Henry’s constant [40]. The value of $H$ varies over time in response to the variation in water pressure head $h_w$ and temperature $T$ according to the following formula:

$$\frac{\partial H}{\partial t} = \frac{\partial H}{\partial t} + \frac{\partial}{\partial t} \left( \rho_w \frac{\partial h_w}{\partial t} \right) + \frac{\partial H}{\partial T} \frac{\partial T}{\partial t},$$

yielding

$$\frac{\partial H}{\partial t} = \frac{\partial}{\partial t} \left( \rho_w \beta_w h_w \frac{\partial h_w}{\partial t} + (1 - \beta_w) H \frac{\partial T}{\partial t} \right),$$

showing that the ratio of dry air dissolution in liquid phase is not constant but varies over time. By considering Eq. (58), the current formulation of dry air mass balance equation and energy balance equation in Section 2.2 is more accurate compared to previous formulations which tend to assign a constant value for $H$.

2.1.3.2. Density of dry air. The density of dry air derived in Section 2.1.2.4 assumes that dry air behaves as an ideal gas. To investigate further the effects of the variation of dry air density over time, differentiation of Eq. (41) yields:

$$\frac{\partial \rho_a}{\partial t} = \frac{\partial }{\partial t} \left( \frac{\rho_a H}{\partial h_w} \right) + \frac{\partial }{\partial t} \left( \frac{\rho_a H}{\partial \rho_w} \right),$$

which after mathematical manipulation gives

$$\frac{\partial \rho_a}{\partial t} = \left( \frac{M_a \rho_w}{RT} + \frac{M_a \rho_w \rho_a}{RT} \right) \frac{\partial h_w}{\partial t} + \frac{M_a \rho_w}{RT} \frac{\partial H}{\partial T} \frac{\partial T}{\partial t}.$$

This shows that the evolution of dry air density in time is a function of the changes in gas pressure head, liquid pressure head and temperature.

2.1.3.3. Adopted dry air mass balance equation. After introducing the information in Sections 2.1.3.1 and 2.1.3.2 into Eq. (35) and rearranging the terms, the dry air component mass balance equation reads

$$\left[ n \rho_a [H - 1] \frac{\partial S}{\partial T} + n \rho_a \frac{\partial H}{\partial t} \right] + (1 - n) \rho_a \left[ S^a + HS^w \right] \frac{\partial S}{\partial T} + n \left[ S^a + HS^w \right] \frac{\partial S}{\partial T} + \left( \frac{M_a \rho_w}{RT} + \frac{M_a \rho_w \rho_a}{RT} \right) \frac{\partial h_w}{\partial t} + \frac{M_a \rho_w}{RT} \frac{\partial H}{\partial T} \frac{\partial T}{\partial t}.$$

2.2. Energy balance equation

The enthalpy balance equation is given as [4,7,41,42]

$$\frac{\partial \Phi_s}{\partial t} = \text{heat storage} + \text{latent heat of vaporization} + \text{heat due to conduction and convection} = 0,$$

where $\Phi_s$ is the soil heat capacity, $L$ is the latent heat of water vaporization, and $q_h$ is the heat flux including conduction and convection. The rate of water vapour production $Q_h$ can be determined depending on Eq. (1) as:

$$Q_h = \frac{\partial \left( n \rho_w \rho_a \right)}{\partial \rho_a} + V \cdot \left( n \rho_w \rho_a \right) V + \dot{V} \cdot \dot{J}_h$$

after substituting the terms with the corresponding formulas and doing the derivation, Eq. (63) reads:

$$Q_h = - (1 - n) S^w \rho_w \frac{\partial H}{\partial t} + S^w \rho_w \frac{\partial q_l}{\partial t} - n \rho_w \frac{\partial q_l}{\partial t} + n S^w \frac{\partial \rho_a}{\partial t} + V \cdot \left( q_h \dot{q}_h \right) + V \cdot \dot{J}_h.$$

The important terms in the enthalpy balance equation are explained in more detail in the following subsections.

2.2.1. Soil heat capacity

The general form of the soil heat capacity is [28]

$$\Phi_h = \phi \rho' \phi \omega_{\text{g}} E_{tk}$$

The thermodynamic state function $E_{tk}$ for internal energy of component $k$ in phase $i$ is given as [18]:

$$E_{tk} = c_i \left( T_k - T_{ki} \right)$$

where $c_i$ is the specific heat capacity of component $k$ in phase $i$. It is assumed that the different components in the soil are in thermal equilibrium which yields $T_k = T$ and $T_{ki} = T_0$. By expanding Eq. (65) with the assumption that dissolved air in water has similar specific heat capacity to the dry pore-air, the soil heat capacity is expressed as:

$$\Phi_h = \left[ (1 - n) \rho' c_i + n \left( S^w + S^a \right) \rho_w c_w + n S^w \rho_w c_w \right] \left( T - T_0 \right)$$

2.2.2. Heat flux

The total heat flux includes: (i) part coming from the direct conduction of heat by soil particles, (ii) part related to the convection of heat by liquid water flow and (iii) part due to the contribution of gas phase in the convection of heat. The total heat flux can be written as:

$$q_h = - \lambda_{mt} \nabla T$$

where $\lambda_{mt}$ is the soil conductivity. The soil conductivity $\lambda_{mt}$ is assumed to be a function of the soil degree of saturation. The second and third terms in Eq. (68) account for the heat convection by the liquid water advection, as well as the air and water vapour diffusion. Finally, Eq. (68) yields an expression for the total heat flux:

$$q_h = - \lambda_{mt} \nabla T + \left[ \left( \rho_w c_w + \rho_a c_a \phi \right) q_l + \left( \rho_w c_w + \rho_a c_a \phi \right) q_l \right] \nabla (T - T_0)$$

2.2.3. Adopted energy balance equation

Assuming that each component has a constant specific heat capacity, the final form of the energy balance equation is:

$$q_h = - \lambda_{mt} \nabla T + \left[ \left( \rho_w c_w + \rho_a c_a \phi \right) q_l + \left( \rho_w c_w + \rho_a c_a \phi \right) q_l \right] \nabla (T - T_0)$$
\[
(1-\eta) + LSl^2 \rho_S^0 \frac{\partial \sigma}{\partial t} + \nabla \left[ n \eta \left( \rho_S \rho_S^0 \right) \frac{\sigma}{\rho_S^0} + (n \eta \nabla \rho_S^0) \right] + \nabla \left[ A + (1-n)LSl \rho_S^0 \right] \beta_{\eta_t} \\
+ D \left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\partial H}{\partial t} + \nabla \left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\rho_S^0}{M_S} \frac{gM_S}{R} \\
+ \left( nS^d_x \rho_S \right) \left( \frac{\partial H}{\partial t} + \nabla \left( \rho_S^0 \frac{gM_S}{R} \right) \right) \\
\left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\partial \rho}{\partial t} + \nabla \left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\rho_S^0}{M_S} \frac{gM_S}{R} \\
+ \left( nS^d_x \rho_S \right) \left( \frac{\partial \rho}{\partial t} + \nabla \left( \rho_S^0 \frac{gM_S}{R} \right) \right) \\
- \left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\partial \rho}{\partial t} + \nabla \left( n \left[ HS \rho_S + S^d_x \rho_S^0 \right] \right) \frac{\rho_S^0}{M_S} \frac{gM_S}{R} \\
- \left( nS^d_x \rho_S \right) \left( \frac{\partial \rho}{\partial t} + \nabla \left( \rho_S^0 \frac{gM_S}{R} \right) \right)
\]

with \( m = \{1, 1, 0, 0, 0\} \), \( \varepsilon \) is the strain vector and \( \delta f_u = \int_{\Omega} \delta u \delta d \Omega + \int_{\Gamma} \delta u \delta t d \Gamma \) (76)

The force vector \( \delta f_u \) describes the increment in body forces \( \delta b \) and the traction forces \( \delta t \) being applied on the domain boundaries \( \Gamma \). The symbol \( \delta m \) represents the vector of increment displacement which can be linked to the displacements at the finite element nodes \( \mathbf{u} \) using the shape functions \( N \), as \( \delta m = N \delta \mathbf{u} \). By employing a suitable stress-strain relationship \( \sigma = M \varepsilon \) and correlating the strain to the nodal displacements through the kinematic relationship \( \mathbf{\varepsilon} = \mathbf{N} \varepsilon \mathbf{u} \), the discretised finite element form of Eq. (75) reads:

\[
\int_{\Omega} (\mathbf{N}^T \mathbf{v})^T \mathbf{M} \mathbf{v} \delta \mathbf{u} d \Omega + \int_{\Gamma} (\mathbf{N} \mathbf{v} \mathbf{g})^T \mathbf{N} \delta \mathbf{u} d \Omega
\]

\[
= \int_{\Gamma} N \delta b d \Omega + \int_{\Gamma} N \delta t d \Gamma
\]

where \( \mathbf{M} \) denotes the material stiffness matrix and \( \mathbf{h} \) is the fluid pressure head at the finite element nodes. Eq. (77) shows that any change in the applied external tractions, the soil self-weight, the applied suction, the temperature or the applied fluid pressure will affect the balance and leads to a displacement increment. While the external tractions are prescribed values, an independent procedure is required to evaluate the suction, fluid pressure and temperature variation over time. That is achieved by the coupled solution of Eqs. (49), (61), (71) and (73). The soil response to the applied force represented by the material stiffness matrix \( \mathbf{M} \) is heavily dependent on the applied stress-strain relationship, due to:

\[
\int_{\Omega} \mathbf{M} \mathbf{v} \delta \mathbf{u} d \Omega = \int_{\Omega} \delta \varepsilon d \Omega
\]

(78)

which also shows that a stress integration over a load step should be performed during mechanical balance calculations by employing a suitable constitutive model and numerical stress integration technique. In this paper, a slightly modified version of the well-known Barcelona Basic Model (BBM) is adopted [45–47]. The modification is introduced to account for the thermal effects and the dependency of the elastic parameters on suction and net stress. Both implicit [48–50] and explicit scheme with error control [51–55] could be used to integrate the constitutive stresses. In what follows, only the mathematical formulation of the constitutive model is presented whereas the numerical integration details are omitted due to space limitations.

2.3.2. BBM with thermal effects

The elastoplastic Barcelona Basic Model [9] is based on the Modified Cam Clay model [56], and can be viewed as its extension which accounts for unsaturated soil behaviour. BBM uses net stress \( \sigma = \sigma^{\text{int}} - m^2 P_l \) and suction \( s = \rho_S^0 \frac{g}{R} \) as the independent stress variables. At full saturation, the net stresses are replaced by the effective stress definition \( \sigma = \sigma^{\text{int}} - m^2 P_l \) with \( s = 0 \) and \( P_l \) is the pore-water pressure. Potential numerical difficulties upon transition from unsaturated soil state to the full saturation are reported in literature [39,57]. Wheeler et al. [58] showed that for a certain combination of parameters, BBM yield surface might suffer non-convexity and consequently higher possibility for numerical complication near saturation. However, we have not encountered any problems thus far related to transition between saturated and unsaturated regimes, possibly due to the choice of time-stepping scheme. Should any numerical problems related to the transition between saturated and unsaturated regimes be observed, algorithmic solutions are available [39,57].

The presented formulation currently uses total stresses and suction, as opposed to the effective stresses. As indicated in [59,60],
formulations based on the effective stress or the total stress are equivalent. As such the use of total stress may be viewed as a matter of preference. Furthermore, the presented framework may easily accommodate constitutive models formulated in terms of effective stress using the transition technique given by [59,60].

2.3.1.1. BBM in elasticity. The rate of total strain $\dot{e}$ in BBM is decomposed into the elastic $\dot{e}_e$ and the plastic part $\dot{e}_p$:

$$\dot{e} = \dot{e}_e + \dot{e}_p$$  \hspace{1cm} (79)

The rate of the elastic strain $\dot{e}_e$ is decomposed further into the elastic strain rate due to the net stress, $\dot{e}_e$, the elastic strain rate related to the suction change $\dot{e}_s$, and the elastic strain rate due to thermal effects $\dot{e}_t$. It is assumed that suction and temperature introduce only volumetric deformations:

$$\dot{e}_e = \dot{e}_s + \dot{e}_t$$

Thus, the elastic net stress rate can be calculated as:

$$\dot{\sigma} = D'\dot{e}_e = D' (\dot{e} - m^T \dot{e}_s - m^T \dot{e}_t)$$  \hspace{1cm} (80)

where $D'$ is the elastic stiffness matrix

$$D' = \begin{bmatrix}
K + 4/3G & K - 2/3G & K - 2/3G & 0 & 0 & 0 \\
K - 2/3G & K + 4/3G & K - 2/3G & 0 & 0 & 0 \\
K - 2/3G & K - 2/3G & K + 4/3G & 0 & 0 & 0 \\
\text{sym} & G & G & 0 & 0 & 0 \\
G & 0 & 0 & \text{sym} & G & G \\
G & G & G & G & \text{sym}
\end{bmatrix}$$  \hspace{1cm} (82)

with

$$K = \frac{\nu p}{\kappa} \quad G = \frac{3K(1-2\nu)}{2(1+\nu)}$$  \hspace{1cm} (83)

In the above formulation $K$ and $G$ are the bulk and the shear modulus respectively, $\nu$ stands for the soil specific volume, $\kappa$ for the soil swelling index, $\nu$ is the Poisson’s ratio and $p = \text{tr}(\sigma)/3$ is the mean (isotropic) net pressure. The strain rate is related to the suction change via

$$\dot{e}_s = \frac{\kappa \lambda}{3(\lambda + \mu) + P_{\text{atm}}},$$  \hspace{1cm} (84)

where $P_{\text{atm}}$ is the atmospheric pressure and $\kappa$ is the soil swelling index with respect to the suction variation. In order to account for the swelling nature of some soils, the elastic stiffness is made pressure dependent as follows [27]:

$$K = K_0 (1 + \alpha_s s)$$

$$K_i = K_{ref} \left[ 1 + \alpha_{si} \ln \frac{p}{P_{\text{ref}}} \right] e^{\xi_{si} s^2}$$  \hspace{1cm} (85)

where $K_0$ and $K_{ref}$ are reference values of $K$ and $\kappa$, respectively. The value of $\kappa_i$ is assumed to be equal to $K_{ref}$ as long as $p < P_{\text{ref}}$ otherwise Eq. (85) applies. At very high suction, the value of $\kappa$ may show unrealistic negative values depending on $\alpha_s$ value. To avoid this possibility, a minimum value of $\kappa = 0.001 K_0$ is assumed. Finally, these parameters are only used during elastic calculations while Eqs. (92) and (101) utilize the reference value $\kappa = K_0$. The temperature variation introduces elastic strain [61,10,62]

$$\dot{e}^T = \frac{(\alpha_0 + \alpha_2(T - T_0))T}{3}$$  \hspace{1cm} (86)

In Eqs. (85) and (86), the parameters $\alpha_{si}$, $\alpha_{si2}$, $P_{\text{ref}}$, $\alpha_0$ and $\alpha_2$ are material constants. They are responsible for the elastic response of the material to any change in suction, net stress, or temperature.

2.3.1.2. BBM in plasticity. As depicted by Fig. 2, a 3D representation of the yield surface of BBM is

$$F = q^2 - M^2(p + p_s)(p_0 - p) = 0$$  \hspace{1cm} (87)

where $M$ is the slope of critical state line and $q$ stands for the deviatoric stress:

$$q = \frac{1}{\sqrt{2}} \sqrt{\left(\sigma_1 - \sigma_3\right)^2 + \left(\sigma_2 - \sigma_3\right)^2 + \left(\sigma_3 - \sigma_1\right)^2},$$  \hspace{1cm} (88)

where $\sigma_1$, $\sigma_2$ and $\sigma_3$ are the principal stresses. The trace of the yield surface in the plane $q = 0$ is the Loading Collapse (LC) curve. The plastic strain direction is determined using a plastic potential function

$$Q = a q^2 - M^2(p + p_s)(p_0 - p) = 0$$  \hspace{1cm} (89)

The factor $a$ which allows for the recovery of the Jaky's approximation [63] of coefficient of at rest soil pressure $K_0$ in 1D compression, is defined as

$$a = \frac{M(M - 9)(M - 3)}{9(6 - M)} \frac{\lambda}{\kappa - \mu},$$  \hspace{1cm} (90)

where $\lambda$ is the slope of normal consolidation line.

Extended BBM assumes, see Fig. 3, that the soil shear strength is affected by suction and temperature as follows [10]

$$\kappa = \kappa_0(1 + \alpha_s s)$$

$$K_i = K_{ref} \left[ 1 + \alpha_{si} \ln \frac{p}{P_{\text{ref}}} \right] e^{\xi_{si} s^2}$$  \hspace{1cm} (85)
\[ p_s = \rho s e^{\Delta T} \]

where \(\rho s\) and \(k\) are material constants. The soil preconsolidation pressure \(p_s\) is also considered to be suction and temperature dependent through the equation [10]

\[ p_o = p_i^F \left( \frac{p_i^F}{p_o^F} \right)^{\frac{k}{k-1}} \]  

with

\[ \lambda_i = \lambda \left( 1 + r \right) e^{-\beta} + r \]

and

\[ p_{S_F} = p_o^F + 2(\Delta T + \Delta T) \]

where the preconsolidation pressure at full saturation and a reference temperature \(T_o = 20^\circ C\) is indicated by \(p_o^F\). Eqs. (92)-(94) introduce \(p_i^F\), \(\beta\), \(r\), \(\lambda_i\), and \(\lambda_s\) as new BBM parameters. These parameters are used to define the effect of suction and temperature on the pre-consolidation pressure and the post-yielding stiffness. Alternatively, [64] proposes the following equation to describe the temperature effect on saturated preconsolidation pressure:

\[ p_{S_F} = p_o^F \left( 1 - \gamma_i \log \left( \frac{T - T_{ref}}{T_o - T_{ref}} \right) \right) \]

where \(\gamma_i\) is a material constant. The above equation is more practical compared to Eq. (94), as it reduces the number of required parameters by one. However, Eq. (94) has slightly more flexibility in fitting the experimental data. Both equations are implemented in the current code.

The theoretical frameworks proposed by [10,64] are employed in order to include thermal effects. The net stress rate is

\[ \dot{\sigma} = D^r \dot{e}^r = D^r \left( \dot{e} - m^{\circ} \dot{e}^r - m^{\circ} \dot{e}^r - \dot{\epsilon}_o \right) \]

where

\[ a = \frac{\partial F}{\partial \sigma} \quad b = m \left( \frac{K_s}{3\nu(S + P_{\text{am}})} \right) \quad c = \frac{\partial F}{\partial e} \]

Substituting Eqs. (84), (86) and (97) into Eq. (96) yields the net stress rate:

\[ \dot{\sigma} = D^r \dot{e} - D^r m^{\circ} \left( \frac{K_s}{3\nu(S + P_{\text{am}})} \right) \dot{e} + D^r m^{\circ} \left( \frac{\dot{e}}{3} + \Delta T \right) \]

Finally, the preconsolidation pressure is updated like:

\[ p_{S_F} = p_o^F e^{\Delta T} \]

where \(p_o^F\) is the initial preconsolidation pressure and \(\dot{\epsilon}_o\) is the plastic volumetric strain rate.

### 3. Numerical implementation

The previously described balance equations (49), (61), (71) and (73) are discretised using the finite element method [3,4,7,8,28,41,65-70], transforming them into an equivalent system of first-order ordinary differential equations:

\[
\begin{bmatrix}
M_{uu} & M_{uw} & M_{gu} & 0 \\
M_{uw} & M_{ww} & M_{gw} & M_{uw} \\
M_{gu} & M_{gw} & M_{gg} & M_{gw} \\
M_{gt} & M_{gt} & M_{gt} & M_{gt}
\end{bmatrix}
\begin{bmatrix}
\delta \dot{u} \\
\delta \dot{h}_w \\
\delta \dot{h}_g \\
\delta \dot{T}
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & K_{ww} & K_{gw} & K_{uw} \\
0 & K_{gw} & K_{gg} & K_{gw} \\
0 & K_{gw} & K_{gw} & K_{gg}
\end{bmatrix}
\begin{bmatrix}
\dot{u} \\
\dot{h}_w \\
\dot{h}_g \\
\dot{T}
\end{bmatrix}
= \begin{bmatrix}
f_u \\
f_w \\
f_g \\
f_T
\end{bmatrix}
\]

where the terms \(M_{ij}, K_{ij}\) and \(f_j\) are given in the Appendix B. The symbols \(\dot{u}, \dot{h}_w, \dot{h}_g, \dot{T}\) represent the nodal values of the unknown temperature, water pressure head, gas pressure head, and displacements, respectively. Assuming that these unknowns are stored in \(X = \{ \dot{u}, \dot{h}_w, \dot{h}_g, \dot{T} \}\), the above system of equations is

\[ M X + KX = F \]

This equation may be discretised over time using finite differences, yielding a system of nonlinear algebraic equations which may be solved, for example, by using Newton-Raphson iterations. Knowing the initial conditions at time step \(i\), the residual \(R^{i-1}\) at the time step \(i + 1\) is

\[ R^{i-1} = M^{i-1} \frac{X^{i-1} - X^i}{\Delta t} + K^{i-1} X^{i-1} - F^{i-1} \]

The solution is considered to be converged once the Euclidean norm of the residual is reduced below a desired tolerable error \(\| R \| < \text{Tol} \). This is accomplished by iterative improvement of the solution,

\[ X^{i+1} = X^i + A^{i+1}_j X^{i+1}_j \]

where \(A^{i+1}_j\) is the Jacobian of the system at time step \(i + 1\) and iteration \(j + 1\)

\[ A^{i+1}_j = \frac{\partial R^{i-1}}{\partial X^{i+1}_j} \]

The global error tolerance of \(\text{Tol} = 10^{-4}\) which applies for every residual in the solved system, is used for the purposes of this study. This formulation is implemented into a FE code using NUMERRIN numerical solver [68]. The implementation includes special logical switches coded which allows to choose the balance equations to be coupled in Eq. (102) and used in the subsequent formation of residuals in Eq. (104). For example, if the problem is isothermal, energy balance Eq. (71) is not solved and no corresponding residual is formed. In such a case the temperature has a constant value in the whole solution domain equal to the initial temperature. In the remainder of this paper, the implemented code is referred to as “Aalto Code”. The following sections illustrate numerical results that are generated using Aalto Code and compared to known analytical solutions and experimental data.

### 4. Verification and validation of the implemented code

As a general rule, the finite element mesh in each example is first subjected to a convergence study and refined accordingly to avoid any visible dependency of the numerical results on the num-
number of elements or the time step size. The results shown here mainly concentrate on the validation of coupled phenomena. Extra verifications related e.g. to the mechanical model can be found in [55].

4.1. Verification: uncoupled one dimensional infiltration

Srivastava and Yeh [71] derived an uncoupled analytical solution for Eq. (49) for the case of one dimensional infiltration into a soil with particular relative permeability and water retention curves of the forms:

\[
K_{l} = \frac{K_{lsat}}{C_{0}nw} \left(10^{-7}\right) \\
S_{l} = \frac{S_{lsat}}{C_{0}Sl_{res}/C_{16}/C_{17}e/C_{0}nw + Sl_{res}} \left(10^{8}\right)
\]

where \(n\) is a soil parameter. Based on [71], a soil layer with a total height of \(l\) and an initial hydrostatic suction profile exposed at the top to an infiltration rate \(q_{inf}\), has suction head \(\psi\) at an elevation \(z\) and time \(t\) equal to:

\[
\psi(z, t) = \frac{1}{n} \ln(B)
\]

where

\[
B = \frac{q_{inf}K_{lsat}}{K_{sat} - (q_{inf}K_{sat} - 1)e^{-t'}} - \frac{4q_{inf}e^{(r - r')e^{-t'} - \sum_{i=1}^{\infty} \sin(\lambda_{i}z')\sin(\lambda_{i}l')e^{-t' \lambda_{i}}} \left(1 + \frac{1}{\xi}\right) + 2\xi^{2}l'
\]

\[
t' = \frac{\xi K_{lsat}t}{n(S_{lsat} - S_{res})}, \quad z' = \xi z, \quad l' = \xi l
\]

In the above solution \(\lambda_{i}\) represents the \(i^{th}\) root of the characteristic equation:

\[
tan(\xi l') + 2\lambda = 0
\]

A soil with a saturated permeability of \(K_{sat} = 0.1\ m/day\) and \(\xi = 5.0\ [1/m]\) is used to generate the numerical results. The residual and saturated degrees of saturation are \(S_{res} = 0.23\) and \(S_{sat} = 1.0\), respectively. For the purposes of this example, only the mass balance equation of water component is used in Eq. (102) and the subsequent formation of residuals in Eq. (104). The temperature is kept constant at 20 °C throughout the solution time with atmospheric gas pressure, minimal initial stress of 1.0 kPa.

Fig. 4. One dimensional infiltration problem: (a) FE model; (b) hydraulic boundary conditions.

Fig. 5. Numerical results versus analytical solution for 1D infiltration.

\[
S' = \left(S_{lsat} - S_{res}\right)e^{-t'} + S_{res}
\]
and a constant porosity $n = 0.4$. On top of that, for this particular case of 1D infiltration test, Eqs. (107) and (108) are used instead of Eqs. (25) and (20) to represent the relative permeability curve and soil water retention curve of the soil.

Fig. 4 describes the mesh and boundary conditions used in this verification example. The vertical hydraulic boundaries are impermeable, to represent 1D conditions. An infiltration rate of $q_{\text{inf}} = 0.005 \text{ m/day}$ is applied at the top boundary of the domain while a ground water table is located at 1.0 m below ground surface, modelled by imposing a zero water head at the bottom boundary. Fig. 5 shows an excellent agreement between the numerical results and the analytical solution for this particular problem.

Fig. 6. One dimensional heat flow problem: (a) FE model; (b) thermal boundary conditions.

Table 1
Used parameters in the 1D heat flow example.

<table>
<thead>
<tr>
<th>$\lambda_T$ [W/m/K]</th>
<th>$c_v$ [J/kg/K]</th>
<th>$c_w$ [J/kg/K]</th>
<th>$n$</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\rho'_w$ [kg/m$^3$]</th>
<th>$T$ [°C]</th>
<th>$A_o$ [°C]</th>
<th>$\omega$ [°/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1000.0</td>
<td>4180.0</td>
<td>0.4</td>
<td>2650.0</td>
<td>1000.0</td>
<td>20.0</td>
<td>10.0</td>
<td>0.00012</td>
</tr>
</tbody>
</table>

Fig. 7. Numerical results versus analytical solution for 1D heat flow.
4.2. Verification: uncoupled one dimensional heat flow

On neglecting coupling effects and vapour flow, the energy balance Eq. (71) reduces to the following form in one dimensional case:

\[
\frac{c}{\rho} \frac{\partial T}{\partial t} - \nabla \cdot q = 0
\]

with the volumetric soil heat capacity \( c = (1 - n) \rho c_s + n \rho' c_w \) for saturated soil. By assuming a constant soil thermal conductivity \( k_s \) and a constant volumetric soil heat capacity, Van Wijk and De Vries [72] gave the following analytical solution for one dimensional heat flow:

\[
T(z, t) = T + A_0 e^{-\frac{z^2}{4C_0 t}} \sin \left( \omega t - \frac{z \sqrt{C_0 t}}{2C_1} \right),
\]

where \( T(z, t) \) is the soil temperature at depth \( z \) and time \( t \). This solution is valid only for the boundary conditions with a sinusoidally varying temperature at the soil surface:

\[
T(t) = T + A_0 \sin(\omega t)
\]

The initial temperature can be easily derived from Eq. (114) by assuming \( t = 0 \). In the above equations \( T \) represents the average temperature over time while \( A_0 \) and \( \omega \) are the amplitude and the radial frequency, respectively. The used numerical model to solve this problem is shown in Fig. 6. It represents a soil layer of thickness 0.5 m being subjected to a temperature variation at its surface. Closed thermal boundary conditions are assumed to recover the one dimensional conditions as it is clear in Fig. 6(b). The soil properties and thermal load parameters employed in this verification example are listed in Table 1. The analysis in this example is uncoupled, in the sense that only the energy balance equation is solved. The numerical results for temperature profile at different time steps are in excellent agreement with the analytical solution as it is shown in Fig. 7.

4.3. Validation of coupled THM behaviour: infiltration tests using FEBEX bentonite

Villar et al. [73] performed two hydration tests on FEBEX bentonite using cylindrical cells with an inner diameter of 0.07 m and a useful height of 0.4 m. The cells are made of Teflon PTFE in order to ensure maximum lateral thermal insulation. Additionally, the cells are externally surrounded by semi-cylindrical steel pieces to prevent the developed swelling pressure of the bentonite from causing any deformation of the cells (see Fig. 8). The bentonite in the cells had been statically compacted with an average com-
paction pressure of 30 MPa with an initial gravimetric water content of around 0.13–0.14 and initial nominal dry density of 1650 kg/m³. In the first test (I40), bentonite was hydrated from the upper end of the cell under isothermal conditions. Similarly, the bentonite in the second test (GT40) was hydrated but under a thermal gradient with bottom of the specimen subjected to a maximum constant temperature of 100 °C.

For the non-isothermal test, the hydration was performed after 65 h of heating at which point the temperature of the column became stable. A cooling system was used in order to ensure constant temperature at the upper end. The measurements are provided in form of temperature and relative humidity distribution in time at specific positions along the sample height (Point A at \( z = 0.3 \) m, Point B at \( z = 0.2 \) m and Point C at \( z = 0.1 \) m) (see Fig. 10(a)). No measurements of deformations or stresses are recorded for these tests. In both cases hydration is performed using low salinity water at a pressure of 1 MPa. These tests have been modelled previously [75–77], and as such an excellent reference: in Fig. 10 (a)). No measurements of deformations or stresses are recorded for these tests. In both cases hydration is performed using low salinity water at a pressure of 1 MPa. These tests have been modelled previously [75–77], and as such an excellent reference:

### Table 2

<table>
<thead>
<tr>
<th>Material</th>
<th>( E ) [kPa]</th>
<th>( \nu )</th>
<th>( \lambda_1 ) [W/m·K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teflon</td>
<td>5.0E+5</td>
<td>0.46</td>
<td>0.25</td>
</tr>
<tr>
<td>Steel</td>
<td>2.0E+8</td>
<td>0.3</td>
<td>12.0</td>
</tr>
<tr>
<td>Foam</td>
<td>1.0E+4</td>
<td>0.3</td>
<td>0.17</td>
</tr>
</tbody>
</table>

[78]. The modelled domain is initially considered to be stress free with a minimal principal net stress of 1.0 kPa. The hydraulic and mechanical boundary conditions are illustrated in Fig. 9 (b) and (c). Note that the sample boundaries are not allowed to move, and thus the volume is constant. A similar configuration is used to model the non-isothermal infiltration test; however, more details must be included in the finite element model to better capture the thermal effects. In addition to the Teflon, the supporting steel and isolation foam are explicitly modelled, in this case assuming a non-porous linear elastic behaviour but with different mechanical and thermal properties (see Table 2).

The used thermal properties of these materials are calibrated based on the measured temperature. Care is taken to ensure these values remain within acceptable physical ranges, and is achieved for steel and Teflon. However, the foam layer is assigned a slightly out-of-range value in order to correctly capture the thermal loss at the outer boundary of the sample. In Fig. 10 the FE model and boundary conditions utilized in the non-isothermal conditions are illustrated. In this case, the finite element mesh consists of 250 quadrilateral 4-noded elements. The initial temperature is prescribed at 22.0 °C and remains constant at the boundaries other than the bottom of the bentonite sample which is subjected to 100.0 °C throughout the test. The thermal boundary conditions are illustrated in Fig. 10(c). The soil water retention data given by [74] are fitted using the van Genuchten formula [23] with the parameters \( g_{so} = 12.0 \text{E} - 4/[\text{m}] \), \( g_{sw} = 1.22 \), \( S_{sw} = 0.01 \) and \( S_{sat} = 1.0 \), leading to an acceptable match of the experimental data (see Fig. 11). The fitting also yields parameters \( c_{p} = -1.0 \text{E} - 4/[\text{K}] \) and \( c_{T} = -1.5 \text{E} - 3/[\text{K}] \), taking into account the effect of temperature on the soil water characteristic curve as explained in Section 2.1.2.2. The initial gravimetric water content of 0.14 corresponds to an initial degree of saturation of \( S_{w} = \frac{S_{w}}{S_{sat}} = 0.14 \text{E} - 2.7 \approx 0.56 \) which correlates to the initial suction head of \( \psi = 12000 \text{m} \), see Fig. 11. The initial gas pressure is assumed to be atmospheric. The top boundary is kept open to atmospheric pressure throughout the simulation, while all other

![Fig. 10. Finite element model for non-isothermal infiltration test: (a) dimensions and control points locations; (b) hydraulic boundary conditions; (c) thermal boundary conditions.](image-url)
boundaries are treated as closed flow-boundaries for gas. The other parameters used in the analyses were taken from literature [27,61] and are given in Table 3. In the simulations, the relative permeability curve is described by Eq. (25). The thermal conductivity of bentonite is averaged according to the following empirical correlation [79]

\[ \lambda_T = \lambda_{sat}^{1/4} \lambda_{dry}^{3/4} \]  

(116)

The temperature variations have substantial effect on the development of gas pressure. Due to the fact that no temperature changes are involved in the isothermal test, the gas pressure remains constant at its applied initial atmospheric value, without solving its corresponding balance equation (61). However, the dry air mass balance equation is solved for the case of the non-isothermal infiltration test. Unfortunately, no measurements have been recorded for gas pressure values throughout the test, and as such the model predictions for gas pressure cannot be easily validated.

4.3.2. Discussion of numerical results

4.3.2.1. Isothermal infiltration. The measured relative humidity at points A, B and C is depicted in Fig. 12. The figure also shows the calculated relative humidity values using the fully-coupled HM option in Aalto Code. The quantitative agreement between measured and calculated results validates the implementation against a well-documented experimental data. A further verification of the results is sought by comparing the numerical results to that produced by CODE_BRIGHT [11], a well-established fully coupled THM code. The almost perfect agreement between Aalto Code and CODE_BRIGHT results as it clear in Fig. 12 gives more confidence about the correctness of the implementation in case of HM coupling. To illustrate the effect of mechanical coupling on the flow field, the numerical test is repeated with free-swelling conditions, whereby the top mechanical constraint is removed. Fig. 13 indicates relatively faster hydration in the case of the constant volume conditions. That can be related to the progressive reduction in soil porosity due to the mechanical constraint at the top boundary.

4.3.2.2. Non-isothermal infiltration. Using exactly the same materials properties, the numerical non-isothermal infiltration test produces results shown in Fig. 14 for variations in relative humidity and Fig. 15 for variations in temperature. The figures indicate good qualitative agreement between the experimental data and the numerical simulations. However, quantitatively the code seems to predict better temperature distribution if compared to the prediction of relative humidity over time. Fig. 14 also illustrates the noticeable impact of thermal effects on water retention, especially when the temperature gradient is high. Note that it is not possible for this example to use CODE_BRIGHT for verification purposes, as it uses a different approach and assumptions; vapour flow in CODE_BRIGHT is based on Fick’s law for diffusion [31,80], which is simpler compared to the implemented model by Philip and De Vries [33].

Similarly to experiences of other researchers [76,77,81], the numerical predictions of relative humidity degrades by deviating progressively from the measurements with the development of the test time, see Fig. 14. Among other unsolved problems, this faster numerical hydration triggers the need for a deeper revision of the numerical hydration triggers the need for a deeper revision of the numerical simulations. However, quantitatively the code seems to predict better temperature distribution if compared to the prediction of relative humidity over time. Fig. 14 also illustrates the noticeable impact of thermal effects on water retention, especially when the temperature gradient is high. Note that it is not possible for this example to use CODE_BRIGHT for verification purposes, as it uses a different approach and assumptions; vapour flow in CODE_BRIGHT is based on Fick’s law for diffusion [31,80], which is simpler compared to the implemented model by Philip and De Vries [33].

Similarly to experiences of other researchers [76,77,81], the numerical predictions of relative humidity degrades by deviating progressively from the measurements with the development of the test time, see Fig. 14. Among other unsolved problems, this faster numerical hydration triggers the need for a deeper revision of the assumptions used, both in terms of the mechanical behaviour and multiple phase flow formulations. For example, taking into account a decrease in the hydraulic conductivity in swelling soil due to the absorbed water in pore space [76,82,83], the hydraulic conductivity formula (25) can be extended to:

\[ K' = K_{sat}^{1/4} \left( \frac{S' - S_{abs}^{1/4}}{S_{sat}^{1/4} - S_{res}^{1/4}} \right)^3 (1 - S_{abs}) \]  

(117)

where \( S_{abs} \) is the absorbed portion of degree of saturation being related to the degree of saturation \( S' \) through a factor \( \alpha_{swell} \) following [76]:

Table 3

FEBEX bentonite properties as used in the CIEMAT infiltration tests.

<table>
<thead>
<tr>
<th>(a) Mechanical properties</th>
<th>( \nu )</th>
<th>( k_o )</th>
<th>( k_{so} )</th>
<th>( n )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_5 )</th>
<th>( a_9 )</th>
<th>( a_{19} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.05</td>
<td>0.3</td>
<td>0.4</td>
<td>1.5E-4</td>
<td>-25.0</td>
<td>0.0</td>
<td>0.15</td>
<td>-3.0E-6</td>
<td>-0.147</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Hydraulic properties</th>
<th>( g_{so} )</th>
<th>( S_{sm} )</th>
<th>( S_{sat} )</th>
<th>( c_s' [1/K] )</th>
<th>( c_{p,1} [1/K] )</th>
<th>( K_{sat} [m/s] )</th>
<th>( K_{d,1} [m/s] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.0E-04</td>
<td>1.22</td>
<td>0.01</td>
<td>1.0</td>
<td>-1.0E-4</td>
<td>-1.5E-3</td>
<td>1.9E-14</td>
<td>0.2885</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) Thermal properties</th>
<th>( \lambda_{saw} [W/mK] )</th>
<th>( \lambda_{dry} [W/mK] )</th>
<th>( \tau )</th>
<th>( f_{T,1} )</th>
<th>( c_s [J/kgK] )</th>
<th>( c_{p,1} [J/kgK] )</th>
<th>( c_{p,2} [J/kgK] )</th>
<th>( \epsilon_o [J/kgK] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.15</td>
<td>0.47</td>
<td>0.8</td>
<td>1.0</td>
<td>1000.0</td>
<td>4180.0</td>
<td>1900.0</td>
<td>1000.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(d) Phases properties</th>
<th>( \rho'_{m} [kg/m^3] )</th>
<th>( \rho'_s [Pa] )</th>
<th>( \rho''_m [kg/m^3] )</th>
<th>( \rho''_s [1/K] )</th>
<th>( \beta_{sat} [1/K] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>998.2</td>
<td>4.58E-10</td>
<td>2700.0</td>
<td>7.8E-6</td>
<td>2.10E-4</td>
<td></td>
</tr>
</tbody>
</table>
In such a case, the results indicate noticeable improvement when adopting the previous formula for hydraulic conductivity with $a_{swell} = 5.0 \times 10^{-6}$ (Fig. 16). The developed swelling pressure at point A is shown in Fig. 17. The slower hydration in case of the modified permeability resulted in a lower value for the predicted swelling pressure (considered equal to the vertical stress). Note that the calculated gas, vapour and dry air pressures are shown in Fig. 18 only for the first 1400 h of the test. This is due to the fact that these variables reach a steady state afterwards.
Fig. 18 shows that the total gas pressure remains around its initial atmospheric values for this particular test. This behaviour is attributed to the open gas flow boundary at the top of the sample and to the relatively high gas permeability used in this analysis.

4.4. Validation of coupled HM behaviour: infiltration test using MX80 bentonite

Marcial et al. [84] performed an infiltration test using MX80 bentonite under constant volume conditions. Full details about the experiment specifications are available in [84]. That test recorded the evolution of swelling pressure at different points of the sample over time providing excellent data to validate the numerical predictions, in particular with respect to hydro-mechanical coupling. The experiment employs an infiltration column of useful diameter and height of 0.05 m and 0.25 m, respectively. The MX80 bentonite in the column is compacted with 39 MPa compaction stress. The initial dry density is 1700 kg/m³ at the initial gravimetric water content of 0.082 which corresponds to the initial suction of 103 MPa. The test is performed under
isothermal conditions with a constant temperature of 20 °C. In the experiment, the water, under pressure of 10 kPa, infiltrates the column from the base. Marcial et al. [84] recorded the evolution of swelling pressure (vertical stress) versus suction at several points along the column height (Point A at $z = 0.045$ m, Point A$_1$ at $z = 0.03$ m and Point A$_2$ at $z = 0.02$ m) (see Fig. 19(a)). The study also provided the relative humidity at specific locations (Point A at $z = 0.045$ m, Point B at $z = 0.095$ m, Point C at $z = 0.145$ m, Point D at $z = 0.195$ m and Point E at $z = 0.25$ m (see Fig. 19(a)). The total test duration is about 7.0 months (208 days).

4.4.1. Finite element model and material parameters

The finite element mesh consists of 300 quadrilateral 4-noded elements with four stress integration points per element as depicted in Fig. 19(a). The applied hydraulic and mechanical boundary conditions are shown in Fig. 19(b) and (c), respectively. A free initial stress state is assigned to the column model (minimum of 1.0 kPa). The bentonite is modelled as a BBM material (see Section 2.3.1) with the calibrated mechanical properties given in Table 4. The parameters of MX80 are kept in the same range to that provided in literature [55,85,86]. Eq. (92) estimates a value of
about 10.6 MPa for the saturated preconsolidation pressure that matches the compaction pressure of 39 MPa at 103 MPa of suction. The extra BBM parameters that account for the expansive nature of MX80 bentonite are calibrated based on the provided experimental data and also listed in Table 4. The soil water retention data as given by [84,87,88] are fitted using the van Genuchten formula [23] with the parameters

\[
\begin{align*}
g_{\text{a}} & = 3.9 \times 10^{-6} \\ g_{\text{o}} & = 0.15 \\ \beta & = 2.0 \times 10^{-5} \\ r & = 0.8 \\ p' & = 100.0 \\ p_c & = 10.6 \times 10^3
\end{align*}
\]

being graphically shown in Fig. 20. The bentonite relative permeability in the simulation follows Eq. (117) with \( K_{\text{sat}} = 1.0 \times 10^{-13} \) m/s and calibrated \( \chi_{\text{swell}} = 3.0 \times 10^{-5} \). The saturated liquid water hydraulic conductivity is estimated based on the data provided by [84] and the experimental data by [26].

### 4.4.2. Discussion of numerical results

Fig. 21 shows reasonable agreement between the measured and calculated relative humidity at different locations of the column. This agreement again confirms the acceptable validity of the code for predicting the evolution of relative humidity. More interestingly, the relatively good agreement (at least qualitatively) between the calculated swelling pressure and the measurements as depicted in Fig. 22 gives more confidence about the potential behind the used approach. It is worth mentioning that predicting the evolution of swelling pressure is still one of the most challenging issues to model numerically. Even though it seems that the global behaviour can be captured satisfactorily qualitatively, the calibrated values are still considerably inaccurate and more research is still to be done for that aspect to be improved beside other issues. For example some further developments could incorporate thermal-osmotic flow, variations of the double-structure microstructure in both the mechanical and hydraulic behaviour of bentonite [76,82,88–92] and inclusion of simple chemical effects. The Aalto Code has been written in such a way that these extensions may be easily implemented.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>MX80 bentonite properties as used in the infiltration test.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Mechanical properties</td>
<td></td>
</tr>
<tr>
<td>( \nu )</td>
<td>( k_\sigma )</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
</tr>
<tr>
<td>(b) Hydraulic properties</td>
<td></td>
</tr>
<tr>
<td>( M )</td>
<td>( k )</td>
</tr>
<tr>
<td>1.07</td>
<td>0.001</td>
</tr>
<tr>
<td>(c) Phases properties</td>
<td></td>
</tr>
<tr>
<td>( \rho_{\text{so}} )</td>
<td>( \rho_{\text{w}} )</td>
</tr>
<tr>
<td>998.2</td>
<td>4.58E-10</td>
</tr>
</tbody>
</table>

![Fig. 20. Fitted soil water retention curve for MX80 bentonite.](image1)

![Fig. 21. Measured and calculated relative humidity at different points of the column.](image2)
5. Conclusions

This paper presents a new finite element implementation of a newly proposed fully coupled thermo-hydro-mechanical framework. The detailed mathematical formulations of the governing equations for bentonite are discussed with an in-depth illustration of underlying assumptions. An extended version of the Barcelona Basic Model which incorporates thermal effects is reviewed along with a derivation of an explicit formula for the plastic multiplier. All information used for the finite element discretisation and implementation are explained and discussed in detail. The code performance has been verified by comparing its results to known analytical solutions for water infiltration and heat flow. The hydro-mechanical coupling has also been verified with results produced by the well-established CODE_BRIGHT thermo-hydro-mechanically-coupled code. Finally, the code has been validated against experimental results for isothermal and non-isothermal infiltration. The verification and validation indicate that the code has been implemented correctly and may be used as a cornerstone for further developments. This may be in the form of additional chemical coupling, as well as an extension of the formulation via an improved hydraulic and mechanical constitutive model taking into account the microstructure effects, based on physically sound assumptions.

This paper clearly indicates the physical assumptions in the THM framework and is intended as a single ‘how-to’ reference for THM coupling in bentonite as well as unsaturated soils or porous materials in general.
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Appendix A

The derivatives in formula (24) are given as follows:

\[
\frac{\partial S}{\partial t_0} = \left[1 + (g_2|\psi|)^{\eta_1}\right]^{\delta_m} \quad \text{(A.1)}
\]

\[
\frac{\partial S}{\partial t} = \psi^T \quad \text{(A.2)}
\]

\[
\frac{\partial S}{\partial S_0} = g_m g_m |\psi| (S_0 - S_0^{\text{ref}}) (g_2|\psi|)^{\eta_2 - 1} [1 + (g_2|\psi|)^{\eta_2}]^{\delta_2 - 2} \quad \text{(A.3)}
\]

\[
\frac{\partial g_m}{\partial t} = 1.54 \times 10^{-4} \frac{1}{g_m} \quad \text{(A.4)}
\]

\[
\frac{\partial S}{\partial S_0} = (S_0 - S_0^{\text{ref}}) (1 + (g_2|\psi|)^{\eta_2}) \left\{ \frac{g_m \ln(g_2|\psi|)\ln(g_2|\psi|)^{\eta_2}}{1 + (g_2|\psi|)^{\eta_2}} + \ln(1 + (g_2|\psi|)^{\eta_2}) \right\} g_m \quad \text{(A.5)}
\]

\[
\frac{\partial g_m}{\partial t} = \frac{\psi^T}{\psi^T g_m} \quad \text{(A.6)}
\]

Appendix B

After transferring the strong formulation of the balance equations (49), (61), (71) and (73) into a weak integral formulation and then applying Galerkin’s weighted residuals method [93–95] one gets the discretised form in the shape of system of coupled algebraic equations as shown in Eq. (102) where the equations coefficients are determined as follows:

\[
M_{uu} = \int_{\Omega} (N_b)^T M V N_b d\Omega \quad \text{(B.1)}
\]

\[
M_{uw} = \begin{cases} 0.0, & \psi > 0 \\ \int_{\Omega} (N_b)^T \sigma' \psi V N_b d\Omega, & \psi = 0 \end{cases} \quad \text{(B.2)}
\]

\[
M_{wv} = \begin{cases} 0.0, & \psi > 0 \\ \int_{\Omega} (N_b)^T \rho' \psi \psi V N_b d\Omega, & \psi = 0 \end{cases} \quad \text{(B.3)}
\]

\[
M_{tu} = 0.0 \quad \text{(B.4)}
\]

\[
M_{uw} = \int_{\Omega} (N_b)^T \left[ S \rho' + S \rho' \right] V N_s d\Omega \quad \text{(B.5)}
\]

\[
M_{ww} = \int_{\Omega} (N_b)^T \left[ n \sigma' \beta \rho' + n \sigma' \beta \rho' \right] V N_s d\Omega \quad \text{(B.6)}
\]
\[ M_{yw} = \int_A \left( N_9 \right)^T \left( n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right) N_9 \, d\Omega \]  
(B.7)

\[ M_{nw} = \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.8)

\[ M_{nw} = - \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.9)

\[ M_{wy} = \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.10)

\[ M_{yw} = \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.11)

\[ M_{yw} = \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.12)

\[ M_{wy} = \int_A \left( N_9 \right)^T \left[ n\left( \rho_{w} - \rho_{w0} \right) \frac{\partial \delta^S}{\partial \eta} - nS^S \frac{\rho_{w} g M_{w}}{R T} \right] N_9 \, d\Omega \]  
(B.13)

\[ f_{\delta u} = \int_A \delta N_9 \, d\Omega + \int_T \delta t N_9 \, d\Gamma \]  
(B.29)

\[ f_{w} = - \int_A \left( N_9 \right)^T \left( \frac{\rho_{w} g M_{w}}{R T} \right) \, d\Omega \]  
(B.14)

\[ f_{x} = - \int_A \left( N_9 \right)^T \left( \frac{\rho_{w} g M_{w}}{R T} \right) \, d\Omega \]  
(B.15)

\[ f_{r} = \int_T \left( N_9 \right)^T \left( \frac{\rho_{w} g M_{w}}{R T} \right) \, d\Gamma \]  
(B.16)

\[ A = \left[ - \rho' c_s + S^S \rho' c_s + S' \rho'_w c_w + S^S \rho'_w c'_w \right] \left( T - T_0 \right) \]  
(B.20)

\[ B = \left[ (1 - n) \rho' c_s \right] \left( T - T_0 \right) \]  
(B.21)

\[ C = \left[ H \rho' c_s - \rho' c_s + \rho'_w c'_w - \rho'_w c'_w \right] \left( T - T_0 \right) \]  
(B.22)
\[ D = n \left[ H S \rho_q \epsilon_q + S^f \rho_q \epsilon_q + S^b \rho_q \epsilon_q + S^w \rho_q \epsilon_q + (1 - n) \rho_q \epsilon_q \right] \]

\[ \tilde{q}_{\text{flow}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

\[ \tilde{q}_{\text{sw}} = \tilde{q}_{\text{flow}} n \]

\[ \tilde{q}_{\text{D}} = \tilde{q}_{\text{sw}} n \tilde{h} \]

\[ \tilde{q}_{\text{p}} = \tilde{q}_{\text{D}} V N S_h \tilde{t}_n \]

\[ \tilde{q}_{\text{q}} = \tilde{q}_{\text{p}} V N S_h \tilde{t}_n \]

\[ \tilde{q}_{\text{w}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

\[ \tilde{q}_{\text{w}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

\[ \tilde{q}_{\text{w}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

\[ \tilde{q}_{\text{w}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

\[ \tilde{q}_{\text{w}} = \rho_q K_q \left( V N S_h \tilde{h} + 1 \right) n \]

The normal vector on the domain boundaries is \( \mathbf{n} \) whereas \( \tilde{q} \) represents a boundary flux vector. The symbols \( N \) and \( N \) represent the basis and the element shape functions, respectively.
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