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Density-functional calculations of defect formation energies using supercell methods: Defects in diamond
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Density-functional theory combined with periodic boundary conditions is used to systematically study the dependence of defect formation energy on supercell size for diamond containing vacancy and self-interstitial defects. We investigate the effect of the electrostatic energy due to the neutralization of charged supercells and the effect of the alignment of the valence band maximum (VBM) on the formation energy. For negatively charged vacancies and positively charged interstitials, the formation energies show a clear dependence on supercell size, and the electrostatic corrections agree with the trend given by the Makov-Payne scheme (Ref. 28). For positively charged vacancies and negatively charged interstitials, the size dependence and the electrostatic corrections are quite weak. An analysis of the spatial charge density distributions reveals that these large variations in electrostatic terms with defect type originate from differences in the screening of the defect-localized charge, as explained by using a simple electron-gas model. Several VBM alignment schemes are also tested. The best agreement between the calculated and asymptotically exact ionization levels is obtained when the levels are based on the formation energies referenced to the VBM of the defect-containing supercell.
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I. INTRODUCTION

Defects in semiconductors not only influence the electrical and optical properties of these materials, but they also exhibit their own interesting physics. The identification and control of defects such as vacancies, interstitials, and impurities is a major field of research, with important applications in materials engineering. Defects have been studied using a wide range of experimental techniques, including electron paramagnetic resonance (EPR) spectroscopy,\textsuperscript{1,2} electron-nuclear double resonance (ENDOR) spectroscopy,\textsuperscript{3} Hall conductivity,\textsuperscript{4,5} positron annihilation,\textsuperscript{6,7} and deep-level transient spectroscopy (DLTS).\textsuperscript{8,9} These experiments have revealed various types of defects. Moreover, they have shown that the type of defect depends on the history of the material, in particular whether it is natural or synthetic. Defects can exist in several charge states, and various techniques have been developed for identifying the ionization levels which are defined as the Fermi-level (electron chemical potential) positions delineating the stability regions for different charge states. Defects in semiconductors pose various challenges for theory, including the determination of the origin of experimentally observed defect bands and analyzing the atomic structures of the different charge states.\textsuperscript{5} The relative stabilities and concentrations of defects are determined by their formation energies, which primarily depend on the structures and electronic charge states of the defects.\textsuperscript{10–13} In addition, the kinetic properties of defects, such as diffusion mechanisms and migration energies, strongly depend on the charge state.\textsuperscript{14–16} Moreover, chemical reactions involving bond formation and dissociation can also be explained in terms of the formation energy, provided it can be calculated with sufficient accuracy.\textsuperscript{16,17} Systematic formation energy calculations have been performed for several semiconductors, including Si,\textsuperscript{18–20} SiC,\textsuperscript{21,38} GaN,\textsuperscript{22} and diamond.\textsuperscript{14,23–25}

The formation energy $E_f$ of a defect with charge $q$ is given by

$$E_f(q) = E_d(q) - N\mu + q(E_V + \mu_e),$$

where $E_d(q)$ is the total energy of the defect-containing system consisting of $N$ atoms, with atomic chemical potential $\mu$. The reservoir of the electrons is described by their chemical potential $\mu_e$, measured relative to the valence band maximum $E_V$.

The first step in evaluating the formation energy is to calculate the defect energy $E_d(q)$. First-principles density-functional methods have been widely used for this purpose. These methods typically employ periodic boundary conditions (PBC) to mimic the bulk crystal. In fact, PBC are usually applied even in systems lacking three-dimensional periodicity, due to computational advantages. However, real defect-containing systems typically have aperiodic structures and very low defect densities. The elimination of the spurious effects due to the artificial periodicity is particularly pronounced for systems with charged defects, as they have to be neutralized by adding a fictitious background charge. The slow convergence of the electrostatic energy as a function of the supercell size means that the calculated properties only converge to those of the real system in the limit of an infinitely large supercell. Thus it is important to have a quanti-
tative understanding of the size dependence of the total energy of a given charged system. Several approaches have been developed to solve this problem.

In a mathematical approach to this problem, de Leeuw, Perram, and Smith considered the electrostatic energy of a neutral assembly of classical point charges in a repeated cubic cell. Leslie and Gillan derived the correction term proportional to $L^{-3}$ ($L$ is the linear dimension of the supercell) as the Madelung energy of point charges immersed in a uniform neutralizing background. They applied this correction to energies of ionic crystals. Makov and Payne generalized the point-charge concept, and developed an additional higher-order correction term depending on $L^{-3}$ and the quadrupole moment $M$ of the defect charge density for cubic supercells. They examined the ionization energies of a Mg atom and several small molecules using supercells and found that the correction improves the result significantly. Kantorovich reexamined the method of Makov and Payne for the case of arbitrary supercell shape, and suggested a new formula ignoring dipole-dipole interactions.

Although the validity of the Makov-Payne correction has been demonstrated for small molecules and several solids, its reliability and generality remain controversial. For instance, for Si with a doubly charged self-interstitial, the linear convergence of the energy difference between the defect-containing and defect-free bulk supercells has been demonstrated, which confirms that the Makov-Payne correction scheme works asymptotically. On the other hand, Segov and Wei have recently argued that the electrostatic correction for a defect with shallow electron states is much smaller than that obtained from a localized-charge model. Based on this finding, they argued that no correction is needed for diamond supercells containing more than 128 atoms and an N+4Si defect complex which consists of the N at the $T_d$ site and the four substitutional Si at the corner of tetrahedron. Gerstmann et al. calculated the electrostatic energy of $V_{\text{Si}}$ in silicon and $V_{\text{Si}}V_{\text{C}}$ in SiC using both Green’s function and supercell methods, and compared the ionization levels obtained from the two methods. Surprisingly, they found agreement between these methods when the Makov-Payne correction was not applied.

Schultz developed a method based on the local-moment countercharge (LMCC) concept, which also assumes that the charge is localized. Under this approach, the charge distribution is considered to have a finite range and proper electrostatic moments. The electrostatic energy is calculated separately, assuming that the remaining part of the system is a defect-free, perfect nonpolarizable bulk crystal. This method explicitly takes into account that the defect charge has a finite distribution. However, the electronic response of the bulk region is not considered, and unfortunately, no analytical correction formula is available for this method.

Another important physical parameter for the calculation of the formation energy is the position of the valence band maximum (VBM) $E_v$, which corresponds to the reference energy level for the electron chemical potential. The position of the VBM of the defect-containing supercell is different from that of the defect-free bulk supercell, and the magnitude of this difference depends on the charge state. Several methods have been suggested to align the VBM of a defect. One of the most frequently used methods is to correct the VBM of the bulk supercell by an average potential difference, which shifts it by an amount equal to the difference in the average effective potential, $V_{\text{bulk}} - V_{\text{def}}$, between bulk and defect-containing supercells. Another suggestion is to use the lowest energy level as a reference.

An alternative way to determine the ionization level that avoids the VBM problem is the marker method. This method compares the ionization energies with reference defect-containing systems whose electrical levels are known from experiment. The marker method works best when the ionization level of the unknown defect is close to one of the markers. Alternatively, $ab\ initio$ data obtained from a bulk supercell of the same size can also be used as markers. For more details, see Ref. 41 and the references therein.

To summarize, there are two ambiguous points in the calculation of the formation energies within the supercell framework. First, the electrostatic correction due to the charge neutralization has not been examined systematically. Second, there is no generally accepted scheme to determine or align the VBM, despite numerous schemes having been proposed. In the present work we have carried out a systematic investigation of the effect of supercell size on calculated formation energies. We use the vacancy and self-interstitial defects in diamond as the test case. As a wide-band gap material, diamond supports several charge states in its native defects. In addition, these have widely different distributions of localized charge, which enables a systematic study of the finite-supercell-size effects. The structure of this paper is as follows. First we provide a brief description of the computational methods and present the defect electronic structures (Sec. II and Sec. III A). In Sec. III B, we investigate the convergence of the calculated total energies as a function of supercell size, and the link between electrostatic correction and defect type. In Sec. III C, several VBM schemes are described and discussed. In Sec. III D, we discuss in detail the effect of electrostatic energy and VBM scheme on the relative stabilities and ionization levels of various charge states. A brief summary and our conclusions are given in Sec. IV.

**II. COMPUTATIONAL METHODS**

The calculations were performed using density-functional theory (DFT) within the spin-polarized generalized-gradient approximation (sp-GGA), with the functional of Perdew, Burke, and Ernzerhof (PBE) for the exchange correlation energy. Only valence electrons were considered using numerical atomic basis functions, and their interactions with core electrons were treated by norm-conserving scalar-relativistic pseudopotentials including nonlinear partial-core corrections. These are implemented in the fully self-consistent $ab\ initio$ package SIESTA, which has been used.

We use double-$\zeta$ basis functions for $s$ and $p$ orbitals, and a single polarization function for $d$ orbitals. The orbital ranges are $r_c$=4.63 and 3.43 for $s$, $r_c$=5.66 and 3.65 for $p$, and $r_c$=5.66 Bohr for $d$ orbitals. The real-space mesh grid is determined by the maximum kinetic energy of the plane-wave, which is 100 Ry. The electronic iterations were con-
FIG. 1. (Color online) [Top] Schematic diagram of the calculated Kohn-Sham levels at $\Gamma$ point for a vacancy (left) and interstitial (right) in a neutral charge state in the 432-atom supercell. [Bottom] Constant-electron-density surfaces, drawn for the $t_2$ levels at 10% of the maximum density.

II. METHODS

The electronic structure of the Cu$_2$O was calculated with the Quantum espresso package. To investigate the charge density, we define the energy term independent of the VBM position,

\[ E_{\text{def}}(L,q) = E_d(L,q) - N\mu, \]  

where $E_d(L,q)$ is the total energy of the defect-containing supercell with charge $q$, $L$ is the cubic root of the supercell volume, and $\mu$ is the chemical potential, corresponding to the defect-free supercell energy per atom. We calculate $E_{\text{def}}(L,q)$ for the seven charge states (+2, +1, 0, −1, −2, −3, and −4) for the vacancy and $T_d$-interstitial defects. All the calculations are performed without atomic relaxation in order to focus on only the electrostatic energy terms.

All the calculated values of $E_{\text{def}}(L,q)$, except that calculated for the smallest supercell (32 atoms), are well fitted by a straight line (dashed) for all the charge states considered, as shown in Fig. 2. The differences between the filled triangle at each $L$ and the solid horizontal line (the asymptotic value) are considered as the electrostatic correction energies. For the 432-atom supercell they are −0.05, 1.04, 0.80, and 0.03 eV for $V^{+2}$, $V^{-2}$, $I^+$, and $I^-$, respectively. The $E_{\text{def}}(L,q)$ values and their extrapolated values for all the charge states are given in Table I and plotted in Fig. 2 for $q = \pm 2$. For the vacancy defect, the electrostatic correction is quite large for the negative charge state [Fig. 2(b)] but small for the positive charge state [Fig. 2(a)]. In contrast, for the interstitial defect it is large for the positive charge state [Fig. 2(c)] but close to zero for the negative charge state [Fig. 2(d)]. It is interesting that two systems with the same type of defect but opposite charge states show totally different behavior.

The Makov-Payne scheme for the electrostatic correction is as follows:

\[ E_{\text{def}}^{\text{MP}}(L,q) = E_{\text{def}}(L,q) + \frac{q^2\alpha}{2L\epsilon} + \frac{2\pi q M}{3L^3\epsilon} + O(L^{-5}), \]

where $\epsilon$ is the dielectric constant (we use below the experimental value of 5.5), and $\alpha$ is the Madelung constant (2.8373, 2.8883, and 2.885 for a simple cubic, body-centered cubic, and face-centered cubic supercell, respectively).\(^{27}\) As the $L^{-3}$-dependency is not clear, as can be seen in Fig. 2, we only consider the linear $L^{-1}$ term. The validity of the Makov-Payne scheme can be examined by comparing the result before and after applying the scheme (i.e., compare the filled triangles with the empty diamonds in Fig. 2). For vacancy defects in a negative charge state and interstitial defects in a positive charge state, the correction describes well the electrostatic energy due to charge neutralization. For vacancies in a positive charge state and interstitials in a negative charge state, in contrast, the Makov-Payne scheme significantly overestimates the correction. For the 432-atom supercell, the overestimations of the correction compared to the exact asymptotic value are 0.08, 0.31, 1.16, and 1.08 eV for $V^{+2}$, $I^+$, $V^{-2}$, and $I^-$, respectively.

Two questions now arise: (1) Why do defects of the same type but in opposite charge states exhibit totally different variations in the electrostatic energy with changing supercell size? (2) Why is this trend reversed on going from vacancy to interstitial?

To understand the origin of the electrostatic energy terms outlined above, we investigate the charge density, $\Delta \rho_q(\vec{r})$,
which is the sum of the electron density difference between the charged and neutral systems and the uniform background (neutralization) density. In our notation, the electron density is always positive. Here we present the calculation results for \( q = \pm 2 \), which are representative of the results obtained for the other charge states. The calculated radial charge distributions show the highest peak near the defect, immediately followed by a strong peak of opposite sign, as shown in Fig. 3. This indicates that the charge density is strongly localized around the defect, as expected from Fig. 1, and that the defect is screened by the electrons in the surrounding bulk. The differences in screening among the various charge states are clearly seen from the integrated charge density, \( Q(r) \), in Figs. 3(c) and 3(d). Near the first atomic shell, the \( Q(r) \) of \( V^{2+} \) is almost twice that of \( V^2 \). For the interstitial, the \( Q(r) \) of \( I^{2-} \) is smaller than that of \( I^2 \) by almost one third over the entire range of \( r \). The lower values of \( Q(r) \) for \( V^{2+} \) and \( I^{2-} \) mean that the localized charges are more efficiently screened. Conversely, the higher values of \( Q(r) \) for \( V^2 \) and \( I^2 \) imply that the localized charges are less efficiently screened.

The screening electrons result from the response of the outer electrons in the bulk region because the electrons at the defect levels are strongly localized, as shown in Fig. 1. We investigate the response of the valence electrons in the bulk by dividing the total charge density \( [\Delta \rho_d(\tilde{r})] \) into the defect charge \( [\Delta \rho_q(\tilde{r})] \) and the valence charge \( [\Delta \rho_s(\tilde{r})] \), defined as follows:

\[
\Delta \rho_d^{\text{def}}(\tilde{r}) = \sum_{i=1}^{\text{VBM}} |\psi_d^i(\tilde{r})|^2 - \sum_{i=1}^{\text{VBM}} |\psi_0(\tilde{r})|^2 + n_0
\]

\[
\Delta \rho_d^{\text{occ}}(\tilde{r}) = \sum_{i>\text{VBM}} |\psi_d^i(\tilde{r})|^2 - \sum_{i>\text{VBM}} |\psi_0(\tilde{r})|^2,
\]

where \( |\psi_d^i(\tilde{r})|^2 \), the electron density at \( \tilde{r} \) of \( i \)th band is averaged for given \( k \) points, and \( n_0 \) is the uniform background charge. We consider only the \( t_2 \) level for the defect charge because the \( a_1 \) level is below the VBM.

Figure 4 shows that the defect charges (solid line) and valence charges (dashed line) of \( V^{2+} \) and \( I^{2-} \) are localized with similar shape but opposite sign within the range of \( r = 2 \) Å (i.e., of the order of one atomic radius), indicating that the defect charges are effectively compensated. In the bulk region, small resonance peaks of the defect and valence charges give rise to oscillations in the charge density, as seen in Fig. 3. For a graphical view, the defect and valence charges for the cases of \( V^{2+} \) and \( I^{2-} \) are depicted as two-dimensional contour plots in Fig. 5. From this investigation, the localized charge in Fig. 3 can be explained as the defect
charge screened by the valence charge near the defect. Similarly, the screening charge is the remaining longer-ranged valence charge. A strong screening by bulk valence electrons explains a small electrostatic correction.

To understand why positively charged vacancies and negatively charged interstitials are characterized by a greater degree of screening than negative vacancies and positive interstitials, we consider a simple electron gas model. In this model, the defect-free perfect supercell is approximated as a box with uniform electron density. On the other hand, the supercell containing a vacancy defect is modeled as a region of uniform electron density with an electron-deficient cavity \( f \text{ Fig. 6a} \), and the supercell containing an interstitial defect is modeled as a region of uniform electron density with a protrusion of excess electrons \( f \text{ Fig. 6d} \). In these defect models, the electrons in the bulk will respond so as to remove the perturbation induced by the defect (cavity or protrusion), resulting in flow in to the cavity \( f \text{ Fig. 6a} \) or flow out from the protrusion \( f \text{ Fig. 6d} \). If the charging is in a direction that reinforces the existing perturbation, the electrons in the bulk region will strongly respond to remove the additional perturbation induced by the charging, resulting in a weak electrostatic interaction. If, however, the charging offsets an existing perturbation, the bulk electrons will respond weakly, resulting in a strong electrostatic interaction.

One quantitative measure for the response of electrons in the valence band is the Mulliken population obtained from atomistic calculations. For the case of a vacancy in diamond, the Mulliken populations of the neighboring atoms calculated using a 432-atom supercell \( f \text{ Ref. 44} \) are 4.059, 4.028, and 4.116 for \( V^0 \), \( V^{-2} \), and \( V^{+2} \), respectively, indicating that 0.06, 0.03, and 0.12 excess electrons are transferred from the bulk region towards the vacancy \( f \text{ cavity} \). For the case of an interstitial, on the other hand, the Mulliken populations of the interstitial atom are 3.528, 3.471, and 3.547 for \( I^0 \), \( I^{-2} \), and \( I^{+2} \), respectively, indicating a transfer of 0.47, 0.53, and 0.45 valence electrons near the defect (protrusion) toward the bulk region. For both defect systems, the order of charge transfer (valence electron response) is in perfect agreement with the magnitude of the perturbation. Thus the simple free electron
gas model discussed above is consistent with the atomistic results and qualitatively explains the magnitude of the electrostatic energy correction.

C. Valence Band Maximum

According to Eq. (1), the formation energy of a charged defect depends on the chemical potential \( \mu_e \) measured relative to the electron reference level \( E_V \). However, the VBM of a defect-containing supercell is different from that of a bulk supercell of the same size. Moreover, if the supercell contains a defect, the VBM depends on the size of the supercell. For example, the differences between the VBMs of the neutral vacancy containing and bulk supercells are 0.66, 0.21, and 0.07 eV for the 64-, 128-, and 432-atom supercells, respectively; this dependence on the supercell size can cause significant problems in the estimation of the formation energy as well as the ionization levels.

The formation energies calculated using three different VBMs are presented in Fig. 7. First, the VBM of the bulk supercell (bulk VBM) is used for all the charge states. Second, we consider the bulk VBM with the average potential correction for each system, where the average is taken over mesh points lying inside a sphere with the radius of half a bond length on the sites furthest away from the defect site. The average potential differences are calculated at the position of the atom, the midpoint of the bond, and the interstitial position. The correction values are not more than a few tens of million electron volts throughout the positions in the region far from the defect site. The third scheme is using the VBM of the defect-containing supercell (defect VBM), where the defect VBM is determined by the band structure calculation of the corresponding supercell.

Three notable points concerning the VBM schemes can be discerned in Fig. 7. First, for supercells containing more than 128 atoms, the dependence of the formation energy on the VBM scheme is negligible compared to the magnitude of the electrostatic correction discussed above. Second, the average potential correction to the bulk VBM changes the formation energy only slightly. Third, the application of the defect VBM instead of the bulk VBM results in somewhat incon-
extrapolating the data for the finite supercells to thermodynamically different charge states. This diagram shows that, as the electron chemical potential increases, the thermodynamically consistent behavior; for \( V^2 \), for example, the use of defect VBM rather than bulk VBM gives better results. The VBM methods will be discussed in further detail in the next section, where we discuss the ionization levels.

D. Thermodynamically Stable Charge States and Ionization Levels

We now investigate the effect of the supercell size on the thermodynamic stability of charge states and the ionization levels. The total energies are calculated for unrelaxed supercells, in order to concentrate exclusively on the effect of supercell size.

The computationally exact formation energy of a defect, within the DFT scheme, can be calculated from the exact \( E_{\text{def}}(L,q) \) and \( E_v \). The exact \( E_{\text{def}}(L,q) \) is obtained by extrapolating the data for the finite supercells to \( L \rightarrow \infty \), and the exact \( E_v \) is equal to that of the defect-free bulk supercell. The exact formation energy can thus be expressed as

\[
E_f^{\text{ext}}(L,q) = E_{\text{def}}^{\text{ext}}(L,q) + q(E_{v}^{\text{bulk}} + \mu_e). \tag{6}
\]

We compare the formation energy diagrams of the 128- and 432-atom supercells with that constructed using the exact values. Since we have already confirmed that the VBM scheme has a negligible effect on the formation energy for sufficiently large supercells, we use the bulk VBM for both the 128- and 432-atom supercells. First, let us consider the results for the case of a vacancy in diamond. Figure 8(a) presents the diagram of exact vacancy formation energies for different charge states. This diagram shows that, as the electron chemical potential increases, the thermodynamically stable electronic charge state of a vacancy changes from a doubly positive state to a neutral state, and then to a negative state. The negative-\( U \) phenomenon is seen to exclude the singly positive charge state. Near the conduction band edge, the transition from a singly negative to a doubly negative (\(-2\)) state is observed, but the exact energy position of this transition is not available due to the fact that standard DFT underestimates the band gap. (The calculated band gap is 1 eV smaller than the experimental value for diamond.) For the 128-atom supercell [Fig. 8(c)], the negative-\( U \) effect disappears and the (\( 2+/+ \)) level shifts toward the valence band by 0.8 eV. In the case of negative charge states, the energy levels become deeper and a stable \( V^2 \) state appears.

When the Makov-Payne correction is applied [Fig. 8(b)], the vacancy no longer stabilizes the \(+2\) and \(−2\) charge states, and the stability of the neutral state is enhanced. For the 432-atom supercell, which is generally believed to be large enough for accurate calculation, the positive levels are very close to the exact values whereas the negative levels still differ from the exact values by more than 0.5 eV [Fig. 8(d)].

Next, we examine the formation energy diagrams of interstitials. As shown in Fig. 8(e), the route along which the stable electronic charge state varies is as follows. Starting from the doubly positive state, with increasing \( \mu_e \) the system shifts to a singly positive state, then to the neutral state, and finally ends up in a singly negative state. In addition, Fig. 8(e) reveals that the order of the stable charge states is the same for the 128- and 432-atom supercells. Since the positive state (\( 2+/+ \)) is located at midgap, it is likely that the stability of the state will not be much affected by either supercell size or electrostatic energy correction. For the 128-atom supercell, this level becomes deeper than the exact value by about 0.6 eV, while it becomes shallower by almost the same amount after the Makov-Payne correction. For the 432-atom supercell, this level is still deeper than the exact value by about 0.4 eV. The levels for the negative charge states are barely affected by the supercell size, shown in Table I. The question still remains, however, as to whether the doubly negative charge state is in fact a stable state, since it is located just below the Kohn-Sham band edge.

Tables II and III list the specific ionization levels for the various supercell sizes, the electrostatic correction, and the VBM alignment scheme for vacancies and interstitials, respectively. The ionization levels between thermodynamically
stable states within the calculated band gap are shown in boldface. Where unphysical negative ionization levels were obtained, the result is shown as a dash. In the last column, the aggregate standard deviation of ionization level positions from the computationally exact values \( S_N \) is given as

\[
S_N = \sqrt{\frac{1}{N_l} \sum_{i=1}^{N_l} (x_i^N - x_i^{ext})^2},
\]

where \( x_i^N \) is the \( i \)th ionization level of an \( N \)-atom supercell, \( x_i^{ext} \) is the extrapolated value of the \( i \)th ionization level, and \( N_l \) is the number of ionization levels. The magnitude of \( S_N \) can be used as a quantitative measure of the overall accuracy with which each computational scheme pinpoints the ionization levels. A smaller \( S_N \) implies a more reliable overall scheme, but does not of course guarantee that every ionization level is more accurate.

As expected, for each scheme \( S_N \) decreases with increasing supercell size. Notably, for the vacancy defect, the smallest \( S_N \) is obtained when the defect VBM is used. For the interstitial defect, the average potential correction method shows the smallest \( S_N \), and the defect VBM also gives good results. The Makov-Payne correction increases \( S_N \) for both the bulk VBM and defect VBM schemes. Especially for the interstitial case, the values obtained without the Makov-Payne correction are about five times smaller than those obtained with this correction. If one wants to estimate the relative stabilities of various charge states without any prior knowledge about the system, the use of the defect VBM without electrostatic energy correction usually gives the most reliable results.

IV. CONCLUSIONS

We have studied the dependence of defect formation energies on supercell size for charged vacancy and interstitial defects in diamond. Our study is focused on the electrostatic energy and on the alignment of the valence band maximum.

The electrostatic correction for charged systems is often estimated using the Makov-Payne scheme, within which the electrostatic energy is proportional to the square of the charge on the defect, assuming that the defect charge is
TABLE I. $E_{\text{def}}(L,q)$ of various supercells and their values when extrapolated to $L \to \infty$. All values are in electron volts.

<table>
<thead>
<tr>
<th>$q$</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>216</th>
<th>432</th>
<th>ext</th>
</tr>
</thead>
<tbody>
<tr>
<td>+2</td>
<td>17.98</td>
<td>17.85</td>
<td>18.03</td>
<td>17.92</td>
<td>17.72</td>
<td>17.67</td>
</tr>
<tr>
<td>+1</td>
<td>12.42</td>
<td>12.29</td>
<td>12.32</td>
<td>12.50</td>
<td>12.38</td>
<td>12.59</td>
</tr>
<tr>
<td>0</td>
<td>7.16</td>
<td>7.20</td>
<td>7.26</td>
<td>7.38</td>
<td>7.31</td>
<td>7.51</td>
</tr>
<tr>
<td>−1</td>
<td>2.47</td>
<td>2.55</td>
<td>2.66</td>
<td>2.71</td>
<td>2.73</td>
<td>2.95</td>
</tr>
<tr>
<td>−2</td>
<td>−0.98</td>
<td>−0.63</td>
<td>−0.31</td>
<td>0.08</td>
<td>0.37</td>
<td>1.49</td>
</tr>
<tr>
<td>−3</td>
<td>−4.30</td>
<td>−3.31</td>
<td>−2.58</td>
<td>−2.14</td>
<td>−1.56</td>
<td>0.35</td>
</tr>
<tr>
<td>−4</td>
<td>−7.05</td>
<td>−5.65</td>
<td>−4.48</td>
<td>−4.06</td>
<td>−3.28</td>
<td>−0.69</td>
</tr>
</tbody>
</table>

Vacancy

<table>
<thead>
<tr>
<th>$q$</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>216</th>
<th>432</th>
<th>ext</th>
</tr>
</thead>
<tbody>
<tr>
<td>+2</td>
<td>28.68</td>
<td>28.99</td>
<td>29.30</td>
<td>29.51</td>
<td>29.68</td>
<td>30.35</td>
</tr>
<tr>
<td>+1</td>
<td>25.87</td>
<td>26.00</td>
<td>26.08</td>
<td>26.29</td>
<td>26.28</td>
<td>26.59</td>
</tr>
<tr>
<td>0</td>
<td>23.52</td>
<td>23.58</td>
<td>23.55</td>
<td>23.67</td>
<td>23.54</td>
<td>23.65</td>
</tr>
<tr>
<td>−2</td>
<td>19.83</td>
<td>19.84</td>
<td>19.82</td>
<td>19.90</td>
<td>19.69</td>
<td>19.74</td>
</tr>
<tr>
<td>−3</td>
<td>18.50</td>
<td>18.48</td>
<td>18.30</td>
<td>18.27</td>
<td>18.03</td>
<td>17.92</td>
</tr>
<tr>
<td>−4</td>
<td>17.15</td>
<td>17.28</td>
<td>17.00</td>
<td>17.09</td>
<td>16.50</td>
<td>16.48</td>
</tr>
</tbody>
</table>

Interstitial

FIG. 8. Formation energies for the various charge states for the unrelaxed vacancy and interstitial in diamond as a function of the electron chemical potential. They are calculated from (a), (e) the extrapolated values, (b), (f) 128-atom supercell data with the Makov-Payne correction, (c), (g) 128-atom supercell data without the Makov-Payne correction, and (d), (h) 432-atom supercell data without the Makov-Payne correction. For all the cases, the bulk VBM is applied.
TABLE II. The ionization levels for the unrelaxed supercells containing a vacancy defect. $S_N$ is the aggregate standard deviation from the exact ionization levels calculated from the extrapolation of formation energies. All values are in electron volts.

<table>
<thead>
<tr>
<th></th>
<th>(+2/+ )</th>
<th>(+2/0 )</th>
<th>(+/0 )</th>
<th>(0/- )</th>
<th>(-/2/- )</th>
<th>(0/2/- )</th>
<th>(2/-3/- )</th>
<th>(0/3/- )</th>
<th>(3/-4/- )</th>
<th>(0/4/- )</th>
<th>$S_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect VBM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.906</td>
<td>1.093</td>
<td>1.280</td>
<td>1.883</td>
<td>3.269</td>
<td>2.576</td>
<td>3.609</td>
<td>2.920</td>
<td>4.015</td>
<td>3.194</td>
<td>0.670</td>
</tr>
<tr>
<td>64</td>
<td>1.092</td>
<td>1.171</td>
<td>1.249</td>
<td>1.587</td>
<td>3.113</td>
<td>2.350</td>
<td>3.653</td>
<td>2.784</td>
<td>4.014</td>
<td>3.092</td>
<td>0.708</td>
</tr>
<tr>
<td>128</td>
<td>0.525</td>
<td>0.757</td>
<td>0.909</td>
<td>1.441</td>
<td>3.098</td>
<td>2.270</td>
<td>3.816</td>
<td>2.785</td>
<td>4.166</td>
<td>3.130</td>
<td>0.640</td>
</tr>
<tr>
<td>216</td>
<td>0.746</td>
<td>0.808</td>
<td>0.870</td>
<td>1.287</td>
<td>3.359</td>
<td>2.323</td>
<td>3.755</td>
<td>2.800</td>
<td>4.038</td>
<td>3.110</td>
<td>0.602</td>
</tr>
<tr>
<td>432</td>
<td>0.636</td>
<td>0.727</td>
<td>0.818</td>
<td>1.326</td>
<td>3.468</td>
<td>2.397</td>
<td>3.978</td>
<td>2.924</td>
<td>4.079</td>
<td>3.213</td>
<td>0.513</td>
</tr>
<tr>
<td>Defect VBM and Makov-Payne correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>—</td>
<td>—</td>
<td>0.0617</td>
<td>2.546</td>
<td>5.258</td>
<td>3.902</td>
<td>4.910</td>
<td>8.658</td>
<td>5.847</td>
<td>1.876</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>—</td>
<td>0.136</td>
<td>0.732</td>
<td>2.105</td>
<td>4.665</td>
<td>3.385</td>
<td>6.239</td>
<td>4.336</td>
<td>7.634</td>
<td>5.161</td>
<td>1.302</td>
</tr>
<tr>
<td>128</td>
<td>—</td>
<td>0.572</td>
<td>0.787</td>
<td>1.256</td>
<td>2.871</td>
<td>2.064</td>
<td>3.590</td>
<td>2.573</td>
<td>3.948</td>
<td>2.916</td>
<td>0.820</td>
</tr>
<tr>
<td>216</td>
<td>—</td>
<td>0.118</td>
<td>0.525</td>
<td>1.632</td>
<td>4.394</td>
<td>3.013</td>
<td>5.479</td>
<td>3.835</td>
<td>6.452</td>
<td>4.489</td>
<td>0.804</td>
</tr>
<tr>
<td>432</td>
<td>—</td>
<td>0.170</td>
<td>0.540</td>
<td>1.604</td>
<td>4.302</td>
<td>2.953</td>
<td>5.369</td>
<td>3.758</td>
<td>6.027</td>
<td>4.326</td>
<td>0.664</td>
</tr>
<tr>
<td>Bulk VBM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.287</td>
<td>0.438</td>
<td>0.590</td>
<td>1.155</td>
<td>2.400</td>
<td>1.777</td>
<td>2.533</td>
<td>2.029</td>
<td>3.103</td>
<td>2.298</td>
<td>1.311</td>
</tr>
<tr>
<td>64</td>
<td>0.280</td>
<td>0.520</td>
<td>0.760</td>
<td>1.206</td>
<td>2.667</td>
<td>1.937</td>
<td>3.168</td>
<td>2.347</td>
<td>3.507</td>
<td>2.637</td>
<td>1.026</td>
</tr>
<tr>
<td>128</td>
<td>0.168</td>
<td>0.478</td>
<td>0.787</td>
<td>1.256</td>
<td>2.871</td>
<td>2.064</td>
<td>3.590</td>
<td>2.573</td>
<td>3.948</td>
<td>2.916</td>
<td>0.820</td>
</tr>
<tr>
<td>216</td>
<td>0.436</td>
<td>0.580</td>
<td>0.725</td>
<td>1.170</td>
<td>3.229</td>
<td>2.200</td>
<td>3.643</td>
<td>2.681</td>
<td>3.932</td>
<td>2.994</td>
<td>0.703</td>
</tr>
<tr>
<td>432</td>
<td>0.530</td>
<td>0.647</td>
<td>0.764</td>
<td>1.272</td>
<td>3.428</td>
<td>2.350</td>
<td>3.975</td>
<td>2.892</td>
<td>0.084</td>
<td>3.190</td>
<td>0.534</td>
</tr>
<tr>
<td>Bulk VBM corrected by average potential difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.278</td>
<td>0.434</td>
<td>0.591</td>
<td>1.169</td>
<td>2.426</td>
<td>1.797</td>
<td>2.568</td>
<td>2.054</td>
<td>3.148</td>
<td>2.328</td>
<td>1.288</td>
</tr>
<tr>
<td>64</td>
<td>0.251</td>
<td>0.502</td>
<td>0.753</td>
<td>1.225</td>
<td>2.722</td>
<td>1.974</td>
<td>3.256</td>
<td>2.401</td>
<td>3.621</td>
<td>2.706</td>
<td>0.975</td>
</tr>
<tr>
<td>128</td>
<td>0.136</td>
<td>0.457</td>
<td>0.777</td>
<td>1.272</td>
<td>2.915</td>
<td>2.094</td>
<td>3.662</td>
<td>2.617</td>
<td>4.020</td>
<td>2.967</td>
<td>0.786</td>
</tr>
<tr>
<td>216</td>
<td>0.419</td>
<td>0.569</td>
<td>0.720</td>
<td>1.182</td>
<td>3.263</td>
<td>2.223</td>
<td>3.696</td>
<td>2.714</td>
<td>3.985</td>
<td>3.032</td>
<td>0.674</td>
</tr>
<tr>
<td>432</td>
<td>0.524</td>
<td>0.643</td>
<td>0.762</td>
<td>0.277</td>
<td>3.441</td>
<td>2.359</td>
<td>3.990</td>
<td>2.903</td>
<td>4.103</td>
<td>3.203</td>
<td>0.525</td>
</tr>
<tr>
<td>Bulk VBM and Makov-Payne correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>—</td>
<td>—</td>
<td>0.243</td>
<td>1.724</td>
<td>4.219</td>
<td>2.971</td>
<td>5.755</td>
<td>3.899</td>
<td>7.128</td>
<td>4.706</td>
<td>1.229</td>
</tr>
<tr>
<td>128</td>
<td>—</td>
<td>—</td>
<td>0.370</td>
<td>1.674</td>
<td>4.123</td>
<td>2.898</td>
<td>5.677</td>
<td>3.824</td>
<td>6.869</td>
<td>4.585</td>
<td>1.098</td>
</tr>
<tr>
<td>432</td>
<td>—</td>
<td>0.090</td>
<td>0.486</td>
<td>1.550</td>
<td>4.263</td>
<td>2.907</td>
<td>5.366</td>
<td>3.727</td>
<td>6.032</td>
<td>4.303</td>
<td>0.686</td>
</tr>
<tr>
<td>Ext</td>
<td>0.803</td>
<td>0.771</td>
<td>0.739</td>
<td>1.283</td>
<td>4.305</td>
<td>2.794</td>
<td>4.807</td>
<td>3.465</td>
<td>4.738</td>
<td>3.783</td>
<td></td>
</tr>
</tbody>
</table>

Pointlike localized at the defect. This scheme does not account for the polarization of and screening by the valence electrons. For isolated ions or molecules surrounded by vacuum, the electrostatic energy is accurately described by the Makov-Payne scheme because the surrounding vacuum does not require any extra considerations of polarizability and screening. However, in the case of a defect in a solid, the bulk valence electrons respond to and screen the localized defect charge, and hence the effective charge is less than the nominal charge.

The present analysis based on the radial charge distribution clearly shows that the degree of screening of the localized charge by the bulk valence electrons depends on the charge state and defect type, and consequently plays a critical role in determining the electrostatic interaction energy. A qualitative explanation for the role of screening is obtained by considering the Mulliken population data from atomistic calculations using a simple electron gas model. When the electron density of the defect system is perturbed more strongly by charging (positively charged vacancies or negatively charged interstitials), the defect charge is screened to a greater extent by the valence electrons, and hence the remaining electrostatic interactions become weaker. In this case, the energy correction by the Makov-Payne scheme gives unreasonable results. In contrast, if the charging compensates for an existing perturbation (negatively charged vacancies or positively charged interstitials), the large electrostatic energy is well described by the Makov-Payne scheme. The trends observed for the electrostatic corrections for supercell calculations of silicon vacancies and interstitials are also consistent with those for diamond, and can be explained by our qualitative model.
We have also studied the method of VBM alignment with a view to more accurately calculate the formation energies of charged defects. The most general scheme is the bulk VBM method, corrected by the difference of average effective potentials. However, this correction has a small effect on the formation energies of simple defects in diamond, and the ionization levels are in good overall agreement with the exact values when the defect VBM is used.
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26 The total net charge must equal zero for the entire supercell to satisfy charge neutrality. The volume of the 216-atom supercell is equivalent to a sphere of $r=6.8\,\text{Å}$; it is observed that $Q(r)$ equals zero at around $r=6.8\,\text{Å}$ for all the cases presented.
47 The total net charge must equal zero for the entire supercell to satisfy charge neutrality. The volume of the 216-atom supercell is equivalent to a sphere of $r=6.8\,\text{Å}$; it is observed that $Q(r)$ equals zero at around $r=6.8\,\text{Å}$ for all the cases presented.