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We study the effect of Markovian environmental noise on the dynamics of a two-level quantum system which is steered adiabatically by an external driving field. We express the master equation taking consistently into account all the contributions to the lowest nonvanishing order in the coupling to the Markovian environment. We study the master equation numerically and analytically and find that, in the adiabatic limit, a zero-temperature environment does not affect the ground-state evolution. As a physical application, we discuss extensively how the environment affects Cooper-pair pumping. The adiabatic ground-state pumping appears to be robust against environmental noise. In fact, the relaxation due to the environment is required to avoid the accumulation of small errors from each pumping cycle. We show that neglecting the nonsecular terms in the master equation leads to unphysical results, such as charge nonconservation. We discuss also a possible way to control the environmental noise in a realistic physical setup and its influence on the pumping process.
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I. INTRODUCTION

During the past three decades along with a greatly increased interest in quantum mechanics and its applications, we have witnessed a growing demand for accurate control of quantum systems. However, these systems are difficult to manipulate and very sensitive to external noise.

A possible solution to the accurate control problem may be the adiabatic manipulation. This approach not only eliminates the need for fine tuning the time control but recently it has been proposed to solve complex computational problems\(^1\) and shown to be able to produce any unitary transformation.\(^2\) Within the same framework, it is also possible to perform nontrivial periodic control to manipulate the quantum system by geometric means. This approach originates from the famous work of Berry\(^3\) but later it has been extended to more general cases\(^4\) and analyzed for its possible applications in the so-called geometric quantum computing.\(^5-8\) The main advantage is that the geometric dependence of the applied unitary operator renders it robust against fast fluctuations in the control signal.\(^9,10\) The main drawback of this proposal is that to exploit all the advantages, the evolution time has to be long with respect to the time scale of the system. However, the evolution time cannot be increased indefinitely because the system undergoes dephasing and relaxation leading potentially to serious problems in maintaining the quantum state. Even if some efforts have been made to clarify the effect of the environment and its possible elimination in the context of geometric quantum computation,\(^11,12\) a complete analysis is still missing.

In this paper, we consider a two-level system initially in the ground state and study how it is influenced by the environment and an adiabatically changing external driving field. The time-dependent control makes the usual treatment\(^13\) by means of Markovian master equation nontrivial.\(^14\) Similar problems have been studied with different approaches\(^15-17\) in the aim to estimate the decoherence effect induced by the environment. Here, we use a particular master equation derived consistently into account the drive, the environment and the combined effect. In particular, we include the usually neglected secular terms and find that, in our case, they be handled with extreme care since it can lead to unphysical results. Our result that zero-temperature environment does not affect the ground-state adiabatic dynamics suggests that geometric quantum computation in the ground state\(^18\) could be robust against decoherence. The analytical derivation of the solutions of the master equation for different coupling and adiabatic evolution is discussed in detail. Similar results are obtained in the more realistic case of finite-temperature environment.

As a physical example, we study Cooper-pair pumping\(^19\) and discuss in detail the effect of the environment in the pumping process. In this case, we find that the physical observables are robust during the ground-state pumping. However, neglecting the nonsecular terms in the master equation leads to a decrease in the predicted pumped charge and a difference in the average charge pumped through the two junctions, i.e., charge nonconservation. These results are obtained analytically by direct calculation and confirmed by numerical analysis. We propose a way to implement in situ the environmental noise by coupling a thermal resistor to the system through an array of superconducting quantum interference devices (SQUIDs). The main advantage of this proposal is that, by controlling the flux through the SQUID array, we can experimentally change the effective noise spectrum of the environment.

This paper is organized as follows. In Sec. II the model is described. In Sec. III, we write the master equation, solve it in the quasistationary limit, and discuss different approximations. In Sec. IV, we apply the present model to Cooper-pair pumping in the presence of environment and discuss different regimes, the effect of temperature, and the implication of the secular approximation. Furthermore, we describe a way to engineer the environment in situ and calculate the pumped charge. Section V concludes the paper.
II. MODEL

We consider a quantum system subject to external time-dependent control fields and interacting with the environment. The total Hamiltonian is \( H(t) = H_S(t) + H_E + V \), where \( H_S(t) \) denotes the time-dependent system Hamiltonian with nondegenerate eigenvalues, \( H_E \) is the environment Hamiltonian, and \( V \) is the system-environment coupling. We assume that \( V = Y \otimes X \), where \( X \) is the environment and \( Y \) is the system part of the coupling operator. The simplest way to study the dynamics of the system is to use the instantaneous eigenbasis of \( H_S(t) \), i.e., the \textit{adiabatic basis} composed of states \( |\psi_n(t)\rangle \) with energies \( E_n(t) \) such that \( H_S(t)|\psi_n(t)\rangle = E_n(t)|\psi_n(t)\rangle \). We denote by \( D(t) \) the transformation from a given fixed basis to the adiabatic one. To properly take into account the time dependence of the basis, we study the dynamics of \( \tilde{\rho}_{\text{tot}}(t) = D^\dagger(t)\rho_{\text{tot}}(t)D(t) \) in the fixed basis. Here \( \rho_{\text{tot}}(t) \) is the usual density operator of the total system in the Schrödinger picture. The evolution of \( \tilde{\rho}_{\text{tot}} \) is governed by the effective Hamiltonian

\[
\tilde{H}^{(1)}(t) = \tilde{H}_S + \hbar w(t) + \tilde{V}(t) + H_E,
\]

where \( \tilde{H}_S = D^\dagger(t)H_SD(t) \), \( \tilde{V}(t) = D^\dagger(t)V_D(t) = \tilde{V}(t) \otimes X \), and \( w = -iD^\dagger(t)\dot{D}(t) \).

We define the local adiabatic parameter as \( \alpha(t) = \hbar\|w(t)\|/|\Delta(t)| \), where \( \Delta(t) \) is the instantaneous minimum-energy gap in the spectrum and \( \|w(t)\| = \text{Tr}_S\sqrt{\text{Tr}_E w^\dagger(t)w(t)} \) is the trace norm of \( w(t) \). This instantaneous adiabatic parameter gives an accurate estimate of the local degree of adiabaticity of the evolution. Denoting with \( T_p \) the time interval for the adiabatic evolution and setting \( \Delta_{\text{min}} = \min|\Delta(t)| \), a rough estimate of \( \alpha \) is given by \( \tilde{a} = \hbar/\Delta_{\text{min}}T_p \) which represents a global adiabatic parameter. The \( w(t) \) scales as \( 1/T_p \) and then, for adiabatic evolution (\( \alpha \ll 1 \)) it is usually neglected. However, as discussed in Ref. 14, it can be crucial to include its influence for the correct description of the dynamics of the system. In fact, the full Hamiltonian (1) suggests that the environment leads to relaxation to the instantaneous eigenstates of \( \tilde{H}_S(t) + \hbar w(t) \). If we neglect \( w(t) \), the environment produces relaxation in the adiabatic basis of \( \tilde{H}_S(t) \) which usually differs from the correct one at the order \( O(\alpha) \). As we will discuss in detail, this contribution can be important in determining the expectation value of a physical observable.

III. MASTER EQUATION

Let us study the dynamics of a generic two-level system steered by a time-dependent Hamiltonian and subject to environmental noise. If the evolution is adiabatic and the system interacts weakly with the environment, we can treat \( \hbar w(t) + \tilde{V}(t) \) as a perturbation and derive a master equation for the density matrix in the interaction picture.\(^\text{14}\) Up to the first order in \( \alpha \) and the second in the system-environment coupling, we obtain

\[
\frac{d\tilde{\rho}(t)}{dt} = i[\tilde{\rho}(t), w(t)] - \frac{1}{\hbar^2} \text{Tr}_E \left\{ \int_0^t dt' \left[ \{\tilde{\rho}(t') \otimes \rho_E, \tilde{V}(t')\}, \tilde{V}(t) \right] \right\} + \frac{i}{\hbar^2} \text{Tr}_E \left\{ \int_0^t dt' \int_0^{t'} dt'' \left[ \{\tilde{\rho}(t') \otimes \rho_E, [w(t''), \tilde{V}(t'')], \tilde{V}(t) \} \right] \right\},
\]

where \( \tilde{\rho}(t) \) is the density matrix of the system in the interaction picture, \( \text{Tr}_E \) indicates trace over the environmental degrees of freedom, and \( \rho_E \) is the stationary density operator of the environment. The interaction picture operators are defined as \( \tilde{O}(t) = e^{-iH_Et}U_S(t, 0)\tilde{O}(t)U_S(t, 0)e^{-iH_Et} \), where \( U_S(t, 0) = e^{-iH_{S,t}} \) is the time-evolution operator, with \( T \) denoting time ordering. In this frame, we can address and interpret the contributions of Eq. (2). The first contribution on the right is the driving term without system-environment interaction, the second one leads to the standard dissipative contribution of the Bloch-Redfield theory. The third contribution is a cross term of the drive and dissipation. This last term is usually neglected as discussed above, Appendix.\(^\text{21}\)

Denoting the ground and excited state of \( H_S \) as \( |g\rangle \) and \( |e\rangle \), respectively, the master equation arising from Eq. (2) in the Schrödinger picture assumes the form

\[
\rho_{gg} = -2\text{Im}(w_{ge}^*\rho_{ge}) + S(\omega_0)[m_2]^2 - S(-\omega_0, \omega_0)[m_1]^2 \rho_{gg} + 2[\text{Im}(m_2)\text{Im}(\rho_{ge}) + \text{Re}(m_2)\text{Re}(\rho_{ge})]S(0)m_1
\]

\[
-2\text{Im}(w_{ge}) - S(-\omega_0, \omega_0)[m_1]\{\text{Im}(m_2)\text{Im}(w_{ge}) + \text{Re}(m_2)\text{Re}(w_{ge})\}[\text{Im}(m_2)\text{Im}(\rho_{ge}) + \text{Re}(m_2)\text{Re}(\rho_{ge})]
\]

\[
+2\text{Im}(w_{ge}) - S(-\omega_0, \omega_0)m_1\{\text{Im}(m_2)\text{Im}(w_{ge}) + \text{Re}(m_2)\text{Re}(w_{ge})\}\rho_{gg} - 2\frac{S(0) - S(-\omega_0)}{\omega_0}m_1[\text{Im}(m_2)\text{Im}(w_{ge})]
\]

\[
+ \text{Re}(m_2)\text{Re}(w_{ge})
\]

and

\[
\rho_{gg} = -2\text{Im}(w_{ge}^*\rho_{ge}) + S(\omega_0)[m_2]^2 - S(-\omega_0, \omega_0)[m_1]^2 \rho_{gg} + 2[\text{Im}(m_2)\text{Im}(\rho_{ge}) + \text{Re}(m_2)\text{Re}(\rho_{ge})]S(0)m_1
\]

\[
-2\text{Im}(w_{ge}) - S(-\omega_0, \omega_0)[m_1]\{\text{Im}(m_2)\text{Im}(w_{ge}) + \text{Re}(m_2)\text{Re}(w_{ge})\}[\text{Im}(m_2)\text{Im}(\rho_{ge}) + \text{Re}(m_2)\text{Re}(\rho_{ge})]
\]

\[
+2\text{Im}(w_{ge}) - S(-\omega_0, \omega_0)m_1\{\text{Im}(m_2)\text{Im}(w_{ge}) + \text{Re}(m_2)\text{Re}(w_{ge})\}\rho_{gg} - 2\frac{S(0) - S(-\omega_0)}{\omega_0}m_1[\text{Im}(m_2)\text{Im}(w_{ge})]
\]

\[
+ \text{Re}(m_2)\text{Re}(w_{ge})
\]

\[
(3)
\]
\[ \dot{\rho}_{ge} = i w_{ge}(2\rho_{gg} - 1) + i(w_{ee} - w_{gg})\rho_{ge} + i\omega_0\rho_{ge} - S(\omega_0)m_1m_2 + [S(-\omega_0) + S(\omega_0)]m_1\rho_{ge} - 2S(0)m_1^2\rho_{ge} - \frac{i}{\omega_0}[S(-\omega_0) + S(\omega_0)]m_1w_{ge}\rho_{gg} + \frac{2S(0) - S(-\omega_0)}{\omega_0} \rho_{ge} \]

\[ + S(\omega_0)m_2[\text{Re}(m_2)\text{Im}(\rho_{ge}) - \text{Im}(m_2)\text{Re}(\rho_{ge})] - 2\frac{2S(0) - S(-\omega_0) - S(\omega_0)}{\omega_0} \rho_{gg} \]

where \( \hbar \omega_0 \) is the (instantaneous) energy gap between \( |g\rangle \) and \( |e\rangle \), \( m_1 = Y_{ge}(t)/\hbar = -Y_{ee}(t)/\hbar \), \( m_2 = Y_{ge}(t)/\hbar \), and \( S(\pm \omega_0) \) and \( S(0) \) are obtained from the power spectrum of the noise \( S(\omega) = \int_{-\infty}^{\infty} \langle \chi(\tau)\chi(0) \rangle \exp(i\omega \tau) \). Here, the matrix element of a generic operator \( O \) is denoted by \( O_{ij} = \langle k | O | l \rangle \) (with \( k, l = g, e \)) except for \( w_{ji} = -i\langle k | l \rangle \). Notice that the present equations generalize the ones presented in Ref. 14 because they are obtained for a generic system-environment coupling operator.

In the derivation of Eqs. (3) and (4), we have implicitly assumed that our system is in the Markovian regime. This implies that the bath correlation time \( T \) is short compared to the relaxation time of the system. In addition, since the evolution is adiabatic, \( \omega_0, m_1 \), and \( m_2 \), and \( w \) change slowly in time and we can approximate \( w(t + T) = w(t) \).

In writing the above equation we have neglected the corrections due to the Lamb shift. However, we expect it to have small influence on the dynamics of the system in the adiabatic limit. A detailed analysis is underway.

Notice that Eqs. (3) and (4) are, strictly speaking, valid only for adiabatic evolution and weak system-environment coupling. In addition, they are not in the standard Lindblad form and they do not a priori conserve the positivity of the density matrix. For this reason, particular attention must be paid to the parameters used in the numerical simulations since they can lead to inaccurate results in the nonadiabatic case and strong-coupling regime.

### A. Secular approximation

In Eqs. (3) and (4), we have included all the contributions up to the second order in \( \alpha \) and \( V \) contrary to the usually adopted secular approximation. In the interaction picture, the nonsecular terms oscillate rapidly with respect to the relaxation-dephasing dynamics generated by the environment and thus their contribution averages to zero. Even though this approximation does not lead to problems in many cases, we show that it is inadequate in describing adiabatic evolution.

To compare the results with and without these terms, we explicitly write the master equations corresponding to Eqs. (3) and (4) but obtained with the secular approximation as

\[ \dot{\rho}_{ge}^{\text{sec}} = -2\text{Im}(w_{ge}^*\rho_{ge}) + S(\omega_0)|m_1|^2 - [S(-\omega_0) + S(\omega_0)]|m_2|^2\rho_{gg} + 2\frac{2S(0) - S(-\omega_0) - S(\omega_0)}{\omega_0} \text{Im}(m_2)\text{Im}(w_{ge}) \]

\[ + \text{Re}(m_2)\text{Re}(w_{ge})\rho_{gg} - 2m_1\frac{S(0) - S(-\omega_0) - S(\omega_0)}{\omega_0} \text{Im}(m_2)\text{Im}(w_{ge}) + \text{Re}(m_2)\text{Re}(w_{ge}) \]

and

\[ \dot{\rho}_{gg}^{\text{sec}} = i w_{ge}(2\rho_{gg} - 1) + i(w_{ee} - w_{gg})\rho_{ge} + i\omega_0\rho_{ge} - \frac{1}{2}S(-\omega_0)|m_2|^2 + \frac{1}{2}S(\omega_0)|m_2|^2 + 2S(0)m_1^2 \]

\[ + 2\frac{S(0) - S(-\omega_0) - S(\omega_0)}{\omega_0} (2m_2w_{ge} + w_{ge}m_2) \rho_{gg}. \]

Notice that, in the time-independent basis (i.e., \( w_{ji} = 0 \)), these reduce to the usually adopted Bloch equations for a nondriven system,

\[ \dot{\rho}_{gg}^{\text{B}} = \Gamma_1\rho_{ge} - \Gamma_1\rho_{gg}, \]

where \( \Gamma_1 = 2S(0)|m_2|^2 + \frac{1}{2}S(\omega_0)|m_2|^2 + 2S(0)m_1^2 \). These equations have immediate interpretation in terms of relaxation and dephasing processes.
B. Adiabatic quasistationary solutions for the ground state
and the role of secular approximation

In absence of system-environment interaction, i.e., \( S(\omega) = 0 \), Eqs. (3) and (4) become the standard von Neumann equations for the density matrix
\[
\dot{\rho}_{gg} = -2\omega w_e^g \rho_{ge} + i(w_ge - w_{ge})\rho_{ge} + i\omega_0 \rho_{ge}.
\]
(8)

Since we are interested in the evolution in the quasistationary limit for adiabatic evolution (\( \alpha \ll 1 \)), we look for the solution of \( \rho_{ge} = 0 \) and \( \rho_{ge} = 0 \). Up to the linear order in \( \alpha \) we have
\[
\rho_{gg} = 1 + O(\alpha^2),
\]
\[
\rho_{ge} = -\frac{w_ge}{\omega_0} + O(\alpha^2).
\]
(9)

In general, Eqs. (3) and (4) can be integrated only numerically. However, we can obtain analytical information if we exploit the adiabatic limit. As above, the correction to the ground-state population \( \rho_{gg} \) is of order \( \alpha^2 \) and the off-diagonal element \( \rho_{ge} \) scales as \( \alpha \).

In the following, we consider first the finite-temperature case, in which we assume that the excitation rates are exponentially small with respect to the relaxation ones; for example, \( \Gamma \rho = \Gamma \rho \exp(-\hbar \omega_0/k_B T) \), where \( T \) is the temperature of the bath. To the lowest order in \( \alpha \) and in the quasistationary limit, the solution for \( \rho_{gg} \) has a simple expression
\[
\rho_{gg} = \frac{\Gamma_{gg}}{\Gamma_{ee} + \Gamma_{ge}} + O(\alpha^2) \approx 1 - e^{-\hbar \omega_0/k_B T} + O(\alpha^2).
\]
(10)

The system remains in the ground state in the linear order in \( \alpha \), apart from leakage due to the finite-temperature environment.

Within the same approximation and using the above result, the equation for the off-diagonal term reads
\[
\dot{\rho}_{ge} = \left[ i\omega_0 - 2S(0) m_i^2 \Delta_{ge,1} + i\Omega m_i(m_i) m_2 S(\omega_0) \Re(\Delta_{ge,2}) - i\Omega m_i m_2 S(\omega_0) \Im(\Delta_{ge,2}) \right] \rho_{ge} = 0,
\]
(11)

where we have defined
\[
\Delta_{ge,1} = \Delta_{ge,1} \left[ \left( 1 - 2e^{-\hbar \omega_0/k_B T} \right) w_{ge} + \rho_{ge} \right],
\]
\[
\Delta_{ge,2} = \Delta_{ge,2} \left[ \left( 1 + e^{-\hbar \omega_0/k_B T} \right) \rho_{ge} + \left( 1 - e^{-\hbar \omega_0/k_B T} \right) w_{ge} \right].
\]
(12)

At low but finite temperatures, the solution of Eq. (11) is
\[
\rho_{ge} = -\frac{w_{ge}}{\omega_0} \left( 1 - 2e^{-\hbar \omega_0/k_B T} \right).
\]
(13)

Notice that, in the zero-temperature limit, solutions in Eqs. (10) and (13) coincide with the environment-free solutions, Eq. (9): the ground-state evolution is robust and not influenced by the zero-temperature environment.

This can be explained in a simple way.\(^{14}\) The effective Hamiltonian in the absence of system-environment coupling is \( \hat{H}_S + \hbar \omega \). In the adiabatic limit, the second term can be treated as a perturbation and the correction to the eigenstates of \( \hat{H}_S \) can be calculated. This basis is usually called superadiabatic.\(^{21}\) Up to the linear order in \( \alpha \), the superadiabatic ground state is \( |g'(0)\rangle = (|g\rangle - w_{ge}^g / \omega_0 |e\rangle) \). In the adiabatic evolution, if the system starts in the ground state \( |g'(0)\rangle \), we can assume that it remains in the eigenstate \( |g'(t)\rangle \) and the corresponding density matrix is \( \rho' = |g'(t)\rangle \langle g'(t)| \). Thus, the density-matrix elements in the \( \hat{H}_S \) basis, \( \rho_{gg} = \langle g| \rho' |g \rangle \) and \( \rho_{ge} = \langle g| \rho' |e \rangle \) satisfy Eq. (9).

This result helps to understand the robustness of ground-state evolution subject to zero-temperature noise. In this regime, the environment cannot produce transitions toward the excited state \( |e'(t)\rangle \) but induces only relaxation to the ground state \( |g'(t)\rangle \). Since the system starts from the ground state and evolves adiabatically, it remains always in the ground state of \( \hat{H}_S + \hbar \omega \) and the environment has no influence on its dynamics. In this framework, it is clear that neglecting the \( w(t) \) terms leads to relaxation with respect to the basis of \( \hat{H}_S \) and hence to different dynamics.

The above result demonstrates the importance of the choice of the proper master equation. To emphasize this point further, we use a similar approach to solve the master equation arising from the secular approximation [Eqs. (5) and (6)]. In particular, in the zero-temperature limit and up to the order of the product of \( \alpha \) and the square of the system-environment coupling, we obtain
\[
\rho_{gg}^{\infty} = 1,
\]
\[
\rho_{ge}^{\infty} = -\frac{2i w_{ge}}{2i\omega_0 - \Gamma},
\]
(14)

where \( \Gamma = S(\omega_0) m_i^2 + 4S(0) m_i^2 \). The expression of the diagonal term is not influenced by the secular approximation but the off-diagonal one depends on the coupling between the system and the environment. This is in contrast with both the physical picture discussed above and analytical results in Eq. (13). This difference leads to different expectation values for physical observables.

We can obtain analytical information also in the opposite regime in which the evolution is fast enough that nonadiabatic transitions determine the dynamics of the system. In this limit, neglecting the relaxation terms in Eqs. (3) and (4), we obtain again Eq. (8). The system is initially in the ground state with \( \rho_{gg}^{(0)} = 1 \) and \( \rho_{ge}^{(0)} = 0 \). We expect that, due to sequential nonadiabatic excitations, in the quasistationary limit both the ground and the excited state are equally populated, i.e., \( \rho_{gg} = \rho_{ge} = 1/2 \). With this assumption, the differential equation for \( \rho_{ge} \) in Eq. (8) can be solved to obtain the quasistationary solution
\[
\rho_{gg} = 1/2,
\]
\[
\rho_{ge} = 0
\]
(15)
apart from corrections of the second order in the system-environment coupling. The system undergoes sequential
transitions from the ground to the excited state and vice versa forming a fully mixed state.

Thus, in the two limits in which relaxation dominates nonadiabatic transitions and nonadiabatic slight transitions dominate relaxation, it is possible to find an analytical quasistationary solution which correctly describes the system behavior [Eqs. (9) and (15), respectively]. No such solution is available in the intermediate regime in which relaxation and nonadiabatic transitions occur on the same time scale.

IV. APPLICATION TO COOPER-PAIR PUMPING

In the previous section, we showed that ground-state evolution can be robust against environmental noise. The information about the dynamics of the system is contained in the off-diagonal term of the density matrix, see Eq. (13). Thus to test our theoretical model, it is natural to focus on a physical observable which depends on \( \rho_{ee} \). An interesting candidate for the observable is the pumped charge in a superconducting circuit. Recently, it has been subject to intense study both theoretically\(^{24}\) and experimentally\(^{25}\) because of its connection to geometric phases,\(^{24,26,27}\) and its potential application in quantum metrology.\(^{19,28,29}\)

In particular, we consider the Cooper-pair sluice\(^{19}\) shown in Fig. 1. It consists of a single superconducting island, coupled to superconducting leads via two SQUIDs. The SQUIDs operate as Josephson junctions whose critical currents can be tuned by magnetic fluxes. The electrostatic potential on the island can be controlled by varying a gate voltage, \( V_g \), and there is a constant superconducting phase difference, \( \varphi = \varphi_L + \varphi_R \), between the two leads. The operator \( n_k = -i\partial_\varphi (k = L, R) \) represents the Cooper-pair number operator of the \( k \)th SQUID. In the absence of noise, the Hamiltonian of the sluice can be expressed as\(^{14}\)

\[
H_S = E_C(n_n) - J_L \cos \left( \frac{\varphi}{2} - \theta \right) - J_R \cos \left( \frac{\varphi}{2} + \theta \right).
\]

Here \( \theta = (\varphi_R - \varphi_L)/2 \) and \( n_n = -i\partial_\varphi \) are the operators for the superconducting phase and the number operator of excess Cooper pairs on the island. The Josephson couplings to the left and right lead are denoted by \( J_L \) and \( J_R \), respectively, \( n_n = C_V V_g/(2e) \) is the normalized gate charge, and \( E_C = 2e^2/2C_S \) is the charging energy of the sluice; \( C_S \) is the gate capacitance and \( C_S \) the total capacitance of the island. For further convenience, we define the deviation of the gate charge from the degeneracy point as \( \delta n_n = n_n - 1/2 \).

The average value given by the current through the \( k \)th SQUID is \( I_k = -2e \operatorname{Tr}(\rho_{tot} n_k) \) where the trace is over the degrees of freedom of both the system and the environment, and \( \rho_{tot} \) is the total density matrix of the system and the environment. Using the von Neumann equation for \( \rho_{tot} \), we obtain

\[
I_k = \frac{2ie}{h} \operatorname{Tr}(\rho_{tot}[n_k, H_S(t)]) + \operatorname{Tr}(\rho_{tot}[n_k, \mathcal{H}_E]) + \operatorname{Tr}(\rho_{tot}[n_k, V])
\]

Writing the complete trace in terms of partial traces and tracing out only the environmental degrees of freedom, we obtain \( \operatorname{Tr}_S(\rho[n_k, H_S(t)]) \) which is the usual definition of the current for a closed system.\(^{26}\) The second term gives no contribution since \( n_k \) and \( H_S \) commute. The third term is the current directly induced by the environment. Notice that, the last contribution is present only if \( [n_k, V] \neq 0 \). In all other cases, we can use the standard definition of current operator: \( I_k = \frac{2ie}{h} [n_k, H_S(t)] \).

We study the case in which the noise is due to gate voltage fluctuations coupled capacitively to the sluice island.\(^{30}\) The charging part of the Hamiltonian in Eq. (16) has the form \( E_C(n_n)/2e V_g^2 \). If an additional noisy gate potential \( \delta V_g \) is coupled to the system through a capacitance \( C_S \), we can use the above expression to write the Hamiltonian describing the interaction between the system and the environment. At the lowest order in \( \delta V_g \), the Hamiltonian can be written as \( V = -2egn \otimes \delta V_g(t) \), where \( g = C_E/C_S \) is the coupling constant between the system and environment. Notice that since \( [n_k, V] = 0 \), the current operator of the \( k \)th SQUID is determined only by the first term in Eq. (17). Its average value reads

\[
I_k = (\rho_{ge} I_{k,ge} + \rho_{ee} I_{k,ee}) + 2g \operatorname{Re}(\rho_{ge} I_{k,ge}), \quad (18)
\]

where \( I_{k,nn} = \langle n | I_k | n \rangle \) with \( m = g.e \). The last term is the geometric contribution corresponding to the pumped charge

\[
Q_k^g = \int_0^{T_p} 2g \operatorname{Re}(\rho_{ge} I_{k,ge}) dt. \quad (19)
\]

If \( E_C \gg \max|J_L, J_R| \) and \( n_n \approx 1/2 \), only the two lowest charge states are important for the dynamics and we can adopt the two-state approximation. Let \( |0\rangle \) and \( |1\rangle \) denote the states with no and one excess Cooper pair on the island, respectively. Thus the coupling between the sluice and charge noise has the form \( V = eg \sigma_\varphi \otimes \delta V_g(t) \), where \( \sigma_\varphi = |0\rangle\langle 0| - |1\rangle\langle 1| \) a part terms proportional to identity.
A. Gate charge noise

With the above notations and in this approximation, we can express all the relevant quantities in terms of the control parameters \(J_L, J_R\), and \(\gamma\) as

\[
E_{12} = \frac{1}{2} \sqrt{J_L^2 + J_R^2 + 2J_L J_R \cos \varphi},
\]

\[
\gamma = \arctan \left( \frac{J_R - J_L}{J_R + J_L} \tan \frac{\varphi}{2} \right),
\]

\[
\eta = \frac{\sqrt{2} \Delta t_s}{\sqrt{\Delta t_s^2 + \frac{E_{12}}{E_C}^2}},
\]

\[
\omega_0 = \frac{2E_{12}}{\hbar \sqrt{1 - \eta^2}},
\]

and the instantaneous eigenstates assume the form

\[
|g\rangle = \frac{1}{\sqrt{2}} \left( (1 - \eta) |0\rangle + e^{-i\gamma} (1 + \eta) |1\rangle \right),
\]

\[
|e\rangle = \frac{1}{\sqrt{2}} \left( \sqrt{1 + \eta} |0\rangle - e^{-i\gamma} \sqrt{1 - \eta} |1\rangle \right).
\]

Further, the matrix elements of \(Y(V= Y \otimes X)\) read \(\hbar m_1 = -g \eta\) and \(\hbar m_2 = g \sqrt{1 - \eta^2}\).

The \(w\) matrix elements we need are

\[
w_{gg} = -\frac{1}{2} (1 + \eta) \gamma,
\]

\[
w_{ee} = -\frac{1}{2} (1 - \eta) \gamma,
\]

\[
w_{ge} = \frac{1}{2} \left( \sqrt{1 - \eta^2} \gamma - i \frac{\eta}{\sqrt{1 - \eta^2}} \right).
\]

Using \(I_1 = 2e \varphi \omega_0 H_S / \hbar\), the current operators are \(I_L = (2e / \hbar) J_L \sin(\varphi - \theta)\) and \(I_R = (2e / \hbar) J_R \sin(\theta + \varphi)\). We can write the current operators restricted to the \(|0\rangle, |1\rangle\) basis using the formulas \(e^{i\theta} |1\rangle = |0\rangle\) and \(e^{-i\theta} |0\rangle = |1\rangle\). Inserting them in Eq. (19), the charge pumped through each junction reads

\[
Q^G_L = \frac{2e}{\hbar} \int_0^{T_p} dt J_L \left[ \eta \Re (\rho_{gs}) \sin \left( \gamma + \frac{\varphi}{2} \right) - \cos \left( \gamma + \frac{\varphi}{2} \right) \Re (\rho_{gs}) \right],
\]

\[
Q^G_R = \frac{2e}{\hbar} \int_0^{T_p} dt J_R \left[ \cos \left( \gamma - \frac{\varphi}{2} \right) \Im (\rho_{gs}) - \eta \Re (\rho_{gs}) \sin \left( \gamma - \frac{\varphi}{2} \right) \right].
\]

We define the average pumped charge as \(Q^G = (Q^G_L + Q^G_R) / 2\) and charge conservation implies that \(Q^G = Q^G_L = Q^G_R\).

In our simulations the spectral density is taken to be ohmic such that \(S(\omega) = 2 \pi \omega R / [1 - e^{-\omega_0 / T_0}]\), where \(R\) is the effective resistance of the environmental noise. For finite temperatures, we have \(S(-\omega) = e^{-\omega_0 / T_0} S(\omega)\) and \(S(0) = 2k_B T_0 R\), where \(T_0\) is the effective temperature of the dephasing process. We note that the master equations presented in this paper are also valid for other types of environment spectra.

B. Numerical results

The pumping cycle taken into consideration is shown in Fig. 1(b) and the corresponding evolution of the quantum system is obtained by numerical integration of Eqs. (3) and (4). The physical observable here is the pumped charge through the junction in the stationary regime which is reached after several sequential pumping cycles, i.e., after the initial transient is over. In fact, during the first cycles the pumped charge oscillates due to simultaneous effects of nonadiabatic excitation and environmental relaxation and it takes several cycles to stabilize to the stationary values which are measured in the experiments.

In Fig. 2(a), the pumped charge is shown as a function of the phase \(\varphi\) across the device \(\varphi\) and for different values of the coupling strength \(g\) while the pumping frequency is kept constant. The ideal pumped charge in the absence of noise \(\gamma = 0\) is also shown and it coincides with the numerical result in the strong-coupling limit. For weak coupling to the environment, the pumped charge differs substantially from the ideal one but an increment of the system-environment coupling resumes the ideal pumping.

In Fig. 2(b), we present the numerically simulated pumped charge as a function of \(g\), for different pumping frequencies. For an adiabatic loop \((e.g., f=1/T_s = 10\ MHz)\), the pumped charge is close to the ideal value. This confirms the first analytical results: in the adiabatic limit and \(T=0\), the environmental noise does not influence the evolution. For faster pumping frequencies, the behavior is more complex because it is determined by the competing effects of nonadiabatic transitions and environmental relaxation. When the nonadiabatic transitions dominate over the relaxation process the predicted pumped charge is smaller than the ideal one.
This is due to the fact that the excited state $|e'\rangle$ of $\tilde{H}_S+\hbar w$ is populated during the evolution and it pumps in the opposite direction with respect to the ground state $|g'\rangle$. Increasing the coupling we enter the regime in which the relaxation process dominates. Here, the system is forced to remain in the ground state $|g'\rangle$ and we restore the ideal pumping. Thus, the numerical simulations confirm the analytical results obtained in Sec. III B for different value of $\alpha/\gamma$ ratio.

To check this interpretation of the numerical results, we calculate the population of $|g'\rangle$ during the pumping cycles for different environmental coupling strengths. It is obtained by solving Eqs. (3) and (4) numerically and projecting the obtained density matrix into the $\{|g'\rangle,|e'\rangle\}$ basis. Figure 3(a) shows how increasing the frequency leads to a leakage from the ground $|g'\rangle$ to the excited $|e'\rangle$ state. The figure shows that increasing the coupling strength from the region $g<<\alpha<<1$ to $\alpha=g<<1$, the system begin to remain in the ground state $|g'\rangle$, thus restoring the evolution expected in the adiabatic limit without noise. This is a generic feature and we have chosen 75 MHz pumping frequency to illustrate the phenomenon.

Even if the convergence to the ideal evolution has strong physical motivation, we stress that the details of the numerical simulations in the extreme regime must be taken with care. In fact, in the intermediate regime both the analytical and numerical approaches fail to predict the correct behavior of the pumped charge. In this regime, the numerical simulations in Fig. 2(b) are inaccurate and present an excess of pumped charge with respect to that in the adiabatic limit. This unphysical prediction is due to the fact that the master equation does not guarantee a priori the positivity of the density matrix and that we have truncated at the first order in $\alpha$ and $\gamma$ in the derivation of the master equation. Strictly speaking the $\alpha$ and $\gamma$ used are always small compared to 1 [see Fig. 2(b)] and thus, at least formally, they can be used as expansion parameters. Unfortunately, such analysis gives only an estimate of the corrections we are neglecting and proper analysis should include the higher-order terms.

However, there are indications that the features in the $\alpha$ and $\gamma$ regimes presented are realistic. The convergence to the ideal solution predicted by the analytical analysis is present in the simulations for all the range of parameters used. It seems unlikely that such common behavior, which is realistic for small $\alpha$ and $\gamma$, is a numerical artifact. The violation of positivity, which has a role in the intermediate regime, becomes less important for the maximum value of $\gamma$ presented.

**FIG. 2.** (Color online) Pumped charge per cycle in a Cooper-pair sluice for zero-temperature environment (a) as a function of phase $\varphi$ with coupling constant $g=C_\beta/C_\gamma=0.01$, 0.0125, 0.015, and 0.1 from bottom to top for $f=1/T_p=75$ MHz, and (b) as function of coupling $g$ with $\varphi=\pi/2$ and at frequencies $f=10, 25, 50, 65,$ and $75$ MHz from bottom to top in the region in which the arrow is plotted. In the numerical simulations, the parameters are $J_{\mu}/E_C=0.1$, $J_{\nu}/J_{\mu}=0.03$ (with $i=L,R$), $\delta \eta_{\mu}/-\delta \eta_{\nu}=0.3$, $E_C/k_B=1$ K $[E_C/(2\pi\hbar)=21$ GHz], $R=300$ kΩ, environment temperature $T=0$, $S(a_0)=2\hbar \omega_0 R$, $S(-a_0)=0$, and $S(0)=2k_B T_0 R$ with $T_0=0.1$ K. In inset we show the time evolution of the adiabatic parameter $\alpha(t)$ for $f=75$ MHz.

**FIG. 3.** (Color online) Population of the ground state of $\tilde{H}_S+\hbar w$ in the quasistationary evolution. (a) Evolution with $g=0.01$ and $f=10, 75,$ and $100$ MHz from top to bottom. (b) Evolution in presence of environmental noise for a nonadiabatic 75 MHz cycle with $g=0.01, 0.0125,$ and $0.015$ from bottom to top. The other parameters are the same as in Fig. 2.
In fact, the analysis performed confirms that in these extreme regimes the positivity tends to be restored.

C. Finite-temperature pumping

In Fig. 4, we compare Cooper-pair pumping with zero- and finite-temperature environments. We observe that the features of the zero-temperature simulation are still present although, at finite temperature, we obtain in general a smaller pumped charge with the same parameter values. This is expected since the presence of finite-temperature environment leads to an additional leakage from the ground state to the excited state, leading to a reduced pumped charge since the adiabatically pumped charge in the excited state is equal in magnitude but opposite in sign to that in the ground state.26

D. Pumped charge with secular approximation and charge conservation

All the results presented above depend on whether one includes in the master equation the nonsecular terms and the combined effect of the environment and the driving or not. From the analytical calculation presented in Sec. III A, we know that, in the quasistationary limit, the off-diagonal elements of density matrix within the secular approximation [Eq. (14)] have a different form compared with the full expression [Eq. (13)]. Thus we expect this to lead to different values of physical observables. To compare the two methods, the pumped charge is again a privileged candidate since it depends directly on the off-diagonal matrix element $\rho_{ge}$.

In the quasistationary limit, within the secular approximation, at zero temperature, and for weak system-environment coupling, we obtain from Eq. (14),

$$\rho_{ge}^\text{sec} = \frac{w_{ge}}{\omega_b} \left( 1 - \frac{\Gamma}{2\omega_b} - \frac{\Gamma^2}{4\omega_b} \right) \approx \rho_{ge} - \delta \rho,$$

where $\delta \rho$ denotes the correction with respect to the full solution. From this expression it results that $\rho_{ge}^\text{sec}$ is damped because of the interaction with the environment and this effect should reduce the pumped charge. To demonstrate this effect, we have chosen an asymmetric pumping loop in the flux and gate voltage parameters and performed a numerical integration of Eqs. (3)–(6). The results with and without the secular approximation are presented in Fig. 5. The pumped charge predicted with the secular approximation decreases when the coupling increases whereas if we include the nonsecular terms, we obtain a result which is essentially immune to $g$. Importantly, if the nonsecular terms are included in the master equation, the two charges through the left and right junctions are equal but if we apply the secular approximation, we obtain a significant difference in these charges. The difference leads to charge nonconservation since no charge can be accumulated on the island for the quasistationary solution.

We can also estimate analytically this charge nonconservation. Let us define the charge asymmetry between the junctions as $\Delta Q = Q_{L}^\text{sec} - Q_{R}^\text{sec}$, where $Q_{k}^\text{sec}$ is the charge through junction $k$ described by Eq. (14). Using Eqs. (20) and (23), and $J_R = -J_L \sin(\gamma + \frac{\pi}{2})/\sin(\gamma - \frac{\pi}{2})$, we obtain

$$\Delta Q = \frac{2e}{\hbar} \int_0^{\nu_f} dt \left[ \frac{\hbar}{2} - 2E_{12}3m(\delta \rho) \right].$$

The first term in the integral gives no contribution since $\eta(0) = \eta(T_f)$. This is itself an important result since it means

FIG. 5. (Color online) Pumped charge obtained using different master equations presented for $f = 10$ MHz cycle. The straight line is the solution of the full master Eqs. (3) and (4), the solid lines are the solutions of the master equation with secular approximation, Eqs. (5) and (6). In the latter case, the central solid line is the average pumped charge while the other two lines are the pumped charges through the left and right junctions. Here, the parameter cycle is strongly asymmetric with $J_L^0/E_C = 0.1, J_L^0/J_R^0 = 0.006, J_R^0/E_C = 0.2, J_R^0/J_L^0 = 0.04$, $\delta \eta_{ge}^0 = 0.4$ $\delta \eta_{ge}^m = −0.03$, $T = 0$, and the other parameters are as in Fig. 2.
that, if we keep the nonsecular terms (i.e., $\delta p=0$), we obtain immediately that the charge is conserved.

With the help of Eq. (24), the second term can be explicitly written as

$$
\Im(m(\delta p)) = 2\omega_0^2 \Re(w_{\delta p}) \Gamma + \frac{\Im(w_{\delta p}) \Gamma^2}{4 \omega_0^2}.
$$

Using Eqs. (20) and (22), and the definition of $\Gamma$ and $S(\omega)$ at zero temperature given in Secs. III B and IV A, respectively, we can write explicitly the charge asymmetry as a function of time parameters,

$$
\Delta Q = 2e\gamma^2 \hbar \int_0^{T_p} dt \left\{ -\gamma \left[ \frac{1}{2} R (1 - \eta^2)^2 + \frac{1 - \eta^2}{2} S(0) \eta^2 \right] 
+ \eta^2 \left[ \frac{1}{2} R (1 - \eta^2)^2 - \frac{1}{2} S(0) \eta^4 \right] 
+ \frac{R (1 - \eta^2)^2 S(0) \eta^2}{E_{12}} \right\}.
$$

In this expression, we can address five contributions. Since the third term depends only on $\eta$ and its derivative, it yields no contribution when integrated along the cycle. The remaining terms can be calculated by fixing the phase to $\varphi = \pi/2$ and in the regime in which $J_i, J_i^M \ll E_C$ and $\delta n_g^M, |\delta n_g^m|$ $\gg J_i^M / E_C$. Using Eqs. (20) and (22), we can write Eq. (27) in terms of the experimentally controlled parameters $J_i, J_i^M,$ and $n_p$, and take advantage of the control cycle in Fig. 1(b). To have an idea of how the final terms look like we write the first term in Eq. (27) as

$$
A_1 = \int_0^{T_p} dt \left[ \frac{(J_{i,R} - J_{i,L}) \eta^2 (1 - \eta^2)^2}{2 (J_i^L + J_i^R)^2} 2RS_0 \right].
$$

With this further approximation, we obtain four leading contributions

$$
A_1 = \frac{(J_{i,L} + J_{i,R})}{2}(\eta^2 (1 - \eta^2)^2) 2RS_0,
$$

$$
A_2 = \frac{(J_{i,L}^M + J_{i,R}^M)}{2}(\eta^2 (1 - \eta^2)^2) 2RS_0,
$$

$$
A_3 = \frac{(J_{i,L}^m + J_{i,R}^m)}{2}(\eta^2 (1 - \eta^2)^2) 2RS_0,
$$

$$
A_4 = \frac{(J_{i,L}^M + J_{i,R}^M)}{2}(\eta^2 (1 - \eta^2)^2) 2RS_0.
$$

where $\Delta Q = \sum_{i=1,2} A_i$, with $A_1 = 0$. The first two contributions are present only if the loop is asymmetric in the $\eta$ parameter (i.e., $\delta n_g^M \neq \delta n_g^m$) whereas $A_2$ and $A_3$ yield nonvanishing contributions if the loop is asymmetric in the flux parameters (i.e., $J_i^M \neq J_i^m$). If the loop is asymmetric in both parameters as the one used in the simulations of Fig. 5, all the $A_i$ terms in Eq. (29) contribute to $\Delta Q$.

### E. Environment engineering

The experimental setup described in this paper has already been used for the measurement of the Berry phase in adiabatic pumping of Cooper pairs. To study the effects of the environment in the pumping, it is beneficial to control the coupling between the system and its environment. This can be achieved by adding to the already present intrinsic environment an experimentally controlled artificial noise source. Similar approaches have been developed in different physical systems for both testing the robustness of the studied quantum system and the crossover between the quantum and classical behavior. Here, we present a way to engineer in situ the environment noise in the superconducting circuits discussed above.

The environment is controlled by the circuit in Fig. 1 which is composed of a thermal resistor $R$ with noise voltage spectrum $\delta V_F$. We place an array of $m$ SQUIDs between the resistor and the island of the sluice as shown in Fig. 6. The
array can be represented as a series of RLC parallel circuits with resistance $R_s$, inductance $L_s$, and capacitance $C_s$. The impedance of a single SQUID is $Z_{RLC} = \frac{R_sC_s}{\sqrt{L_sC_s}}$, where $L_{RLC} = L_sC_s$, and $Z_{RLC}$ are the impedances associated to the inductance $L$ and capacitance $C$, respectively, $\phi/\Phi_0$ is the flux through the SQUID in units of the flux quantum, and $L_0 = h/(2\pi I_C)$, where $I_C$ is the maximum critical current of the SQUID.

Controlling the flux through the SQUID array, we can change the spectrum $S(\omega, \phi)$ and hence we effectively tune the coupling between the system and the environment.

The pumped charge expected as a function of the flux through the SQUIDs in the array is presented in Fig. 6. The results are obtained solving the master Eqs. (3) and (4) numerically with the effective spectrum given by Eq. (30). This modulation of the pumped charge could be large enough to be experimentally observable.

V. CONCLUSIONS

In conclusion, we have presented a detailed study of the effect of environmental noise on the adiabatic evolution of a two-level quantum system. In the zero-temperature limit, we find that the adiabatic evolution in the ground state is not influenced by the presence of the noise implying that the evolution is robust against environmental noise.

These results are obtained taking consistently into account the contributions in the master equation for the dynamics of the density matrix. In particular, we keep the nonsecular terms and the terms describing the combined effect of the environment and the drive. This step is important to obtain the robustness of the ground-state dynamics and, at the same time, to guarantee charge conservation.

We have tested our theory by applying it to Cooper-pair pumping in presence of system-environment coupling. The numerical simulations confirm the theoretical prediction about the robustness of the ground-state pumping and suggest that in the nonadiabatic regime, relaxation can help to restore the desired ground-state evolution. In the same system, we studied the pumped charge in the secular approximation and observed that the pumped charge decreases with increasing system-environment coupling strength. Furthermore, the pumped charges through the first and the second junction become different implying unphysical charge non-conservation. Thus we conclude that the secular approximation in this form cannot be pursued in adiabatic evolution.

We have proposed a way to engineer the environmental noise in the discussed physical system. This allows us to modify the effective spectrum of the environment by changing the magnetic flux through an array of SQUIDs. The consequent change in the pumped charge could be experimentally observable.

The results obtained concerning the robustness of adiabatic ground-state evolution are quite general and it would be interesting to extend our analysis. For example, adiabatic quantum computing is based on the adiabatic evolution in the ground state. Another possible extension is the construction of decoherence-free logical gates in the geometric quantum computation paradigm. In this case, the evolution occurs in a degenerate subspace and the manipulation of the quantum state is performed with the help of adiabatic evolution. In many of the proposals for geometric quantum gates, one of the main disadvantages is that the degenerate subspace is not the one with the lowest energy. This likely leads to problems in controlling the relaxation to the effective ground state. However, geometric quantum computing can, in principle, be performed in the ground-state manifold. A detailed study of its robustness can be carried out by extending the theory presented here beyond the two-level approximation. However, this is left for future research.
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APPENDIX: DERIVATION OF THE MASTER EQUATION

The master Eq. (2) is obtained with a development taking into account all the terms up to the order $wV$. As in standard derivation of the master equation, we assume that the density matrix of the environment is stationary and that the average of $V$ over the environment degrees of freedom vanishes.

Denoting the total density matrix of the system and environment as $\tilde{\rho}^{\text{tot}}(t)$ and employing the transformation to the adiabatic basis as $\tilde{\rho}^{\text{tot}} = D \tilde{\rho}^{\text{ad}} D$, the von Neumann equation in the interaction picture reads

$$\dot{\tilde{\rho}}^{\text{tot}}(t) = i\hbar [\tilde{\rho}^{\text{tot}}(t), \tilde{H}_I(t) + \tilde{V}_I(t)].$$

(A1)

Notice that, in the weak coupling and in the adiabatic limit, $w_I(t)$ and $\tilde{V}_I(t)$ are perturbative contributions of different order. Tracing over the degree of freedom of the environment Eq. (A1) becomes

$$\dot{\tilde{\rho}}_I(t) = i[\tilde{\rho}_I(t), w_I(t)] + \frac{i}{\hbar} \text{Tr}_E[\tilde{\rho}_I^{\text{tot}}(t), \tilde{V}_I(t)],$$

(A2)

where $\tilde{\rho}_I^{\text{tot}} = \text{Tr}_E[\tilde{\rho}^{\text{tot}}]$. Together with Eq. (A1), we employ the identity

$$\tilde{\rho}_I^{\text{tot}}(\tau) = \tilde{\rho}_I^{\text{tot}}(\tau_1) + \int_{\tau_1}^{\tau} d\tau' \tilde{\rho}_I^{\text{tot}}(\tau').$$

(A3)

Using iteratively Eqs. (A1) and (A3) we can obtain a perturbation expansion of Eq. (A2).

Substituting Eq. (A3) in the last term in Eq. (A2) we have

$$\dot{\tilde{\rho}}_I(t) = i[\tilde{\rho}_I(t), w_I(t)] - \frac{1}{\hbar^2} \text{Tr}_E \left\{ \int_0^t dt' \{[\tilde{\rho}_I^{\text{tot}}(t), \tilde{V}_I(t')], \tilde{V}_I(t) \} \right\} - \frac{1}{\hbar^2} \text{Tr}_E \left\{ \int_0^t dt' \int_0^{t'} dt'' \{[\tilde{\rho}_I^{\text{tot}}(t'), \tilde{V}_I(t'')], \tilde{V}_I(t') \} \right\}
\quad + \frac{i}{\hbar^2} \text{Tr}_E \left\{ \int_0^t dt' \int_0^{t'} dt'' \{[\tilde{\rho}_I^{\text{tot}}(t'), w_I(t'')], \tilde{V}_I(t') \} \right\}.$$

(A7)

The third and fourth terms on the right are both of order $wV$, namely, the highest order in our expansion. The last step in our derivation is to use Eq. (A3) to substitute $\tilde{\rho}_I^{\text{tot}}(t')$ with $\tilde{\rho}_I^{\text{tot}}(t') + \int_0^t dt'' \tilde{\rho}_I^{\text{tot}}(t'')$; however, since the terms with derivative of $\tilde{\rho}_I^{\text{tot}}$ give contributions either of order $w$ or $V$, they can be neglected. Thus, we can effectively substituted $\tilde{\rho}_I^{\text{tot}}(t')$ with $\tilde{\rho}_I^{\text{tot}}(t)$ in Eq. (A7) without introducing further approximations. The master Eq. (2) is obtained by rearranging the integration limits and the commutators of the last two terms of the resulting equation.


Notice that, to write Eqs. (3) and (4) in a more compact form, we have included $\hat{h}$ in the definition of $m_1$ and $m_2$.
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We recall that these are the leading contributions when $J_i^M \gg J_i^m$ and $J_i^L \neq J_i^R$.
