Two-phase model of hydrogen transport to optimize nanoparticle catalyst loading for hydrogen evolution reaction
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Abstract
With electrocatalysts it is important to be able to distinguish between the effects of mass transport and reaction kinetics on the performance of the catalyst. When the hydrogen evolution reaction (HER) is considered, an additional and often neglected detail of mass transport in liquid is the evolution and transport of gaseous H₂, since HER leads to the continuous formation of H₂ bubbles near the electrode. We present a numerical model that includes the transport of both gaseous and dissolved H₂, as well as mass exchange between them, and combine it with a kinetic model of HER at platinum (Pt) nanoparticle electrodes. We study the effect of the diffusion layer thickness and H₂ dissolution rate constant on the importance of gaseous transport, and the effect of equilibrium hydrogen coverage and Pt loading on the kinetic and mass transport overpotentials. Gaseous transport becomes significant when the gas volume fraction is sufficiently high to facilitate H₂ transfer to bubbles within a distance shorter than the diffusion layer thickness. At current densities below about 40 mA/cm² the model reduces to an analytical approximation that has characteristics similar to the diffusion of H₂. At higher current densities the increase in the gas volume fraction makes the H₂ surface concentration nonlinear with respect to the current density. Compared to the typical diffusion layer model, our model is an extension that allows more detailed studies of reaction kinetics and mass transport in the electrolyte and the effects of gas bubbles on them.
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1. Introduction
The production of hydrogen by the electrolysis of water could enable the storage of large amounts of solar energy over long time periods. Both solar cells connected to a separate electrolyzer and integrated devices, such as photoelectrochemical cells, could accomplish this at high efficiency [1]. While the integrated devices could benefit from their smaller number of components and lower current density at the electrodes, they are also technically more challenging than connecting a solar panel to an electrolyzer [2,3].

One of the challenges has been to find efficient, stable and cheap catalyst materials. The total reaction of the electrolysis consists of two half-reactions: the oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER). Several catalyst materials have been studied for both reactions, but so far no HER catalyst has shown a performance comparable to that of platinum (Pt) [4,5]. In fact, the charge
transfer kinetics of HER on Pt are so fast that the total overpotential comes almost entirely from mass transport losses, which are consequently sometimes mistaken for reaction kinetics [6–9]. Therefore, understanding the effects of mass transport on the total reaction overpotential, so that they can be reliably distinguished from the kinetics of the charge transfer reactions, is important in order to avoid misinterpretations of measurement results, since the kinetics are the primary focus of attention in performance optimization and mechanistic studies of new HER catalysts.

In our recent feasibility study of ultra-low Pt loadings for use in photoelectrochemical H₂ production we combined experiments with numerical simulations to determine the minimum Pt loading necessary to drive HER in an integrated photoelectrolysis cell [10]. The numerical simulations agreed well with the experiments and showed that Pt loading as low as 100 ng cm⁻² is enough to drive HER at a 10 mA cm⁻² current density and a 50 mV overpotential [10]. While this already demonstrated the feasibility of ultra-low Pt loadings, the simulation results also clearly confirmed mass transport effects as the main factor limiting the performance of Pt-based photocathodes, which calls for further attention to this topic.

In this article we develop the single-particle model used in [10] to provide a more detailed description of H₂ mass transport at the photocathode. For the sake of simplicity, H₂ transport in gaseous form was excluded from the previous version of the model [10], because simulations with the more detailed model presented here had shown that, at the current densities generated by un-concentrated sunlight, H₂ mass transport appears similar to diffusion and can therefore be accurately treated by considering only dissolved H₂. Here, we report the model in its extended version that also takes into account gaseous H₂, as well as the dissolution kinetics between the gaseous H₂ in the bubbles and the dissolved molecular H₂ in the liquid phase.

Describing mass transport as a diffusive process is very common, because with some measurement setups (e.g., nano- and microelectrodes [11,12]) mass transport is indeed diffusive, and in other cases, such as with rotating disc electrodes (RDEs) [13], as long as the surface concentration depends linearly on the current density, the surface concentration and mass transport limitation can be described with diffusion, regardless of the actual mass transport process.

Our mass transport model describes both H₂ gas bubbles and H₂ dissolved in water as individual molecules. This is a worthwhile detail to pay attention to because experiments indicate that only the hydrated H₂ molecules in liquid can react at the electrode, whereas the gaseous H₂ is only a passive spectator of the electrode reactions, although most of the H₂ in water actually exists in the gaseous form (bubbles) [14]. When H₂ is generated, these nanobubbles (diameter ≈ 440 nm [14]) act as the nucleation centers for the growth of bubbles [15]. Moreover, it has been observed that increasing the amount of gas bubbles in liquid electrolyte may enhance mass transport, i.e., reduce the thickness of the diffusion layer [16]. Therefore, it is important for a detailed description of mass transport to consider both hydrated molecules and gas, as well as the dissolution kinetics of H₂ between the liquid and gaseous phases.

Our model is an attempt to describe the effects of the H₂ bubbles on the mass transport within the diffusion layer methodology. Practical simulations often use the diffusion layer approximation because of its simplicity and relatively good accuracy when its thickness is sized correctly. However, with gas bubbles the mass transport of H₂ varies with the current density [16], and therefore the diffusion layer thickness would also need to be adjusted. Several models for the effect of the bubbles on mass transport exist, but they may be quite elaborate [17]. The purpose of our model is to formulate a simple mass transport model that would consistently take the effects of the gas bubbles into account, so that an accurate estimate of the mass transport near equilibrium together with the dynamics of the mass transfer
from the liquid to the bubbles would correctly adjust the overall mass transport conditions to the current density.

Although our model has to be solved numerically, we also develop a simplified version of it that can be solved analytically. Later we will discuss the properties of these models, with most of the attention being paid to a comparison between the numerical simulations and the analytical approximation to study the validity of the simplified model compared with the full numerical model. Since the diffusion of H₂ molecules is a typical approximation for their mass transport and our model is based on the diffusion layer approximation, we also discuss the properties of our model in comparison with the pure diffusional transport of a single chemical species. We also discuss details of the reaction kinetics, especially how the hydrogen coverage of the catalyst affects its current-overpotential curve.

The insights obtained in this study help to provide an understanding of the details of H₂ transport in liquid and the role of the related properties. Although the model assumes a low gas concentration, it serves as a step towards including gas bubbles and their interactions with the liquid electrolyte in the mass transport models used for performance modeling and the simulation of photoelectrochemical devices.

2. Model of the reaction kinetics and mass transport

In this section we describe our model of HER reaction kinetics and mass transport. Our model of the HER reaction kinetics is based on an earlier model by Wang et al. [18] and was described in detail in our earlier article[10], so here we discuss only its essential parts. The most important difference between our model and theirs is that we consider the effect of mass transport on all concentrations and the surface hydrogen coverage, whereas in the model of Wang et al. proton transport and the effect of mass transport on the hydrogen coverage were neglected. The mass transport model is described in more detail, as it is the focus of this article. In this section we both describe the mass transport model and discuss its central characteristics that can be found from an approximate analytical solution to the model.

2.1. Model geometry

We perform the simulations using the diffusional domain approach [19,20], considering the operation of a single Pt nanoparticle (highlighted in red in Figure 1A) in cylindrical geometry. The radius of the simulation cell (light yellow circle) is such that the mass of the Pt particle divided by the area of the cross-section circle is equal to the simulated Pt loading. We assumed a 5 nm diameter in all the simulations. A 2.5-nm-thick smooth Pt layer covering the electrode surface (a protective TiO₂ coating of a silicon solar cell), and simulated using a simulation cell with a radius of 50 nm provided a point of comparison to electrodes fully covered with Pt. This reference case is later referred to as “flat Pt” and it is also useful for theoretical considerations, because it corresponds to the one-dimensional limit of the simulated system.
Figure 1. A) Scheme of the diffusion domain unit cell (yellow disk) for 100 ng/cm² Pt loading (r ≈ 20 nm) with a single Pt particle in the center. B) Close-up view of the simulation geometry near the electrode surface (Pt loading 50 ng/cm²). The boundaries 1.-6. are described in the text.

The interfaces and boundaries of the simulation cell are numbered in the scheme in Figure 1B. The symmetry axis is indicated with 1. and the outer edge of the simulation cell with 4. The HER/HOR reaction occurs at the Pt surface (2.) and the exposed surface of the TiO₂ substrate (3.) is inert. Note that the scheme is a close-up view near the catalyst particle: the bulk electrolyte boundary (6.) and the electrical contact of the TiO₂ substrate (5.) are actually outside and much farther from the electrode-electrolyte interface at the opposite ends of the cylindrical simulation cell. The distance between the electrode surface and the bulk electrolyte boundary is called the diffusion layer thickness (Zₙ). We assume that the electrolyte is 1 M perchloric acid (HClO₄).

The simulations were performed with Comsol Multiphysics (version 5.0). All simulations were run for a simulation time of 20 seconds to ensure convergence to a steady state. The proton concentration profiles needed at most about 10 s to converge to a steady state. Both the current density and H₂ concentration typically converged much earlier, because the dissolution kinetics made the H₂ mass transport faster than pure diffusion and the mass transport losses mostly corresponded to the H₂ concentration. The simulation parameters are given as an appendix (Appendix, Table A.1). Most of the parameters and their values are the same as those that were used earlier[10]; however, there are seven new parameters as a result of the addition of the gas bubbles to the model.

2.2. Reaction kinetics of hydrogen evolution on Pt

The total reaction is

\[ 2 \text{H}^+ + 2e^- \rightleftharpoons \text{H}_2 \]  

The reaction proceeds through partial reactions:

\[ \text{H}^+ + e^- \rightleftharpoons \text{H}_{\text{ad}} \quad \text{(Volmer)} \]  
\[ \text{H}^+ + e^- + \text{H}_{\text{ad}} \rightleftharpoons \text{H}_2 \quad \text{(Heyrovsky)} \]  
\[ 2\text{H}_{\text{ad}} \rightleftharpoons \text{H}_2 \quad \text{(Tafel)} \]

From these, Volmer-Tafel (V-T) and Volmer-Heyrovsky (V-H) mechanisms can be constructed. We assume that the reaction proceeds via the V-T mechanism with Volmer as the rate-limiting step (RLS), as recent results indicate [8]. Because the Heyrovsky step is neglected, the total current density corresponds to the rate \( v_V \) of the Volmer reaction:

\[ i_V = q_e N_A v_V = i_{0V} \left[ \frac{\theta}{\theta_0} e^{\eta_{sl}/2} - \frac{c_{H^+}}{c_{H^+0}} \left( \frac{1-\theta}{1-\theta_0} \right) e^{-\eta_{sl}/2} \right] \]  
\[ \eta_{sl} = \frac{q_e}{k_B T} \left( V_s - (V_l + V_0) \right) \]

\( V_0 \) is the thermodynamic potential of the reaction at the reference concentrations (denoted with 0 in superscript), i.e., 0 V vs RHE, the electrostatic potential in the electrolyte at the electrode surface is \( V_l \) and the potential of the electrode is \( V_s \). The total overpotential of the simulations is the electric potential applied to the TiO₂ substrate 100 nm from the electrolyte interface (5. in Figure 1). However, the ohmic losses in the substrate were negligible, so the total overpotential is approximately equal to the electric potential at the Pt surface (2. in Figure 1). The hydrogen coverage of Pt is marked with \( \theta \) and the proton
concentration at the surface with $c_{H^+}$. The exchange current density of the Volmer step is $i_{0V}$, $q_e$ is the elementary charge, $N_A$ the Avogadro’s number, $k_B$ the Boltzmann constant and $T$ the temperature in Kelvins. The symmetry factor of both the Volmer and Heyrovsky steps is commonly accepted to be $\frac{1}{2}$.

The Tafel step affects the current density through the surface coverage $\theta$: in a steady state the coverage does not change over time, so the coverage must increase with the current density to allow the H$_2$ production rate (Tafel rate) to be equal to the proton adsorption rate (Volmer rate). This assumption allows us to derive a quadratic equation of $y = \theta/\theta^0$ to solve the coverage [10,18]:

$$Ay^2 + By + C = 0$$

$$\theta = \theta^0 y = \theta^0 \frac{-B+\sqrt{B^2-4AC}}{2A}$$

The positive root is chosen, because it yields $y=1$ at $\eta=0$ (when $c_i=c_i^0$ for both protons and H$_2$). The terms $A$, $B$ and $C$ are

$$A = 2r_T \left[ (1 - \theta^0)^2 - (\theta^0)^2 \frac{c_{H_2}}{c_{H_2}^0} \right]$$

$$B = 4r_T \theta^0 \frac{c_{H_2}}{c_{H_2}^0} + e^{\frac{\eta_1}{2}} (1 - \theta^0) \left( r_H \frac{c_{H_2}}{c_{H_2}^0} \theta^0 + 1 - \theta^0 \right) + e^{-\frac{\eta_1}{2}} (1 - \theta^0) \frac{c_{H^+}}{c_{H^+}^0} [r_H (1 - \theta^0) + \theta^0]$$

$$C = -2r_T \frac{c_{H_2}}{c_{H_2}^0} - r_H (1 - \theta^0) \frac{c_{H_2}}{c_{H_2}^0} e^{\frac{\eta_1}{2}} - (1 - \theta^0) \frac{c_{H^+}}{c_{H^+}^0} e^{-\frac{\eta_1}{2}}$$

The ratios of the exchange rates of the Tafel and Heyrovsky steps to the Volmer step are marked with $r_T$ ($= \nu_{0T}/\nu_{0V}$) and $r_H$ ($= \nu_{0H}/\nu_{0V}$), respectively. These relations link the surface coverage with surface concentrations and the total overpotential. Details about the derivation of these equations are given elsewhere [10,18]. Note that in equation (4e) we have corrected a typographical error that appeared in the same equation in the SI of our earlier publication [10].

2.3. Mass transport overpotential

The mass transport overpotential is the sum of the electrostatic potential $V_l$ and the Nernst potential difference between the catalyst surface and the bulk electrolyte.

$$\eta_{MT} = V_l + \frac{k_B T}{q_e} \left( \ln \left( \frac{c_{H^+}}{c_{H^+}^0} \right) - \frac{1}{2} \ln \left( \frac{c_{H_2}}{c_{H_2}^0} \right) \right)$$

Although it is known that H$_2$ transport can cause an overpotential, whose Tafel slope resembles the situation with the Tafel step as the RLS, this is often not considered when analyzing results [6,8], and the mass transport losses are interpreted as reaction kinetics. More detailed discussion is available elsewhere [8,10,21]. The main conclusion of these studies regarding mass transport losses is that when the kinetic overpotential is negligible and the current density is small compared to the limiting current density of HER, the overpotential corresponds to the H$_2$ transport losses and its Tafel slope is about 30 mV/decade (at room temperature):

$$i \approx i_{lim,HOR} \left( 1 - e^{-2\eta'} \right)$$

$$\eta' = \frac{q_e}{k_B T} (V_S - V_0)$$

The potential $V_l$ is neglected here, because electroneutrality means that the potential remains small.
2.4. Transport of ions and molecules in the electrolyte

The model used here is for the most parts the same as used earlier [10], apart from the key differences associated with the inclusion of gaseous H₂ in the mass transport model. As already mentioned, this refinement of the model seems necessary for a full, accurate description, since most of the H₂ in the electrolyte is known to be present in the form of small gas bubbles, whereas only hydrated H₂ molecules in the liquid participate in the electrode reactions [14].

Because the gas bubbles occupy a fraction of the electrolyte volume \( f_\text{g} \), the flux densities \( \mathbf{j}_n \) of the ions and molecules in the liquid are reduced by the same fraction. As a result, the transport and continuity equations for species \( n \) with the concentration \( c_n \) become

\[
\begin{align*}
\mathbf{j}_n &= -f_\text{g} D_n \nabla c_n - z_n f_\text{g} \mu_n c_n \nabla \mathbf{v}_l + c_n \mathbf{v}_l \approx -f_\text{g} D_n \left( \nabla c_n - \frac{z_n q_e}{k_B T} c_n \nabla V_l \right) \\
\frac{\partial c_n}{\partial t} &= -\nabla \cdot \mathbf{j}_n + R_n \approx D_n \nabla \cdot \left[ f_\text{g} \left( \nabla c_n - \frac{z_n q_e}{k_B T} c_n \nabla V_l \right) \right] + R_n
\end{align*}
\]

(7a) (7b)

where the fraction of the total volume occupied by the liquid, i.e., the liquid volume fraction, is \( f_\text{l} = 1 - f_\text{g} \). Unfortunately, because of software limitations, the liquid fraction could not be properly implemented in practice when the liquid velocity \( \mathbf{v}_l \) was included in the model as in equation 7a. However, the liquid velocity was negligible in the simulations, meaning that the convective transport term \( (c_n \mathbf{v}_l) \) could be omitted from the analysis and simplified model. With this approximation, the end result is that the liquid volume fraction scales the bulk diffusion coefficient \( D_n \) locally.

HER/HOR at the Pt surface (2. in Figure 1) is described as a flux density boundary condition for protons and dissolved H₂. The mass exchange with H₂ gas is an additional source term for the dissolved H₂ molecules (Section 2.6). For perchlorate ions \( R_n = 0 \).

Electroneutrality is assumed, so the concentrations of protons and perchlorate ions are equal, but their mobility difference affects the transport of both species in a similar manner to an electric field[22]

\[
\nabla V_l = -\frac{k_B T}{q_e} \left[ \frac{D_{H^+} - D_{ClO_4^-}}{D_{H^+} + D_{ClO_4^-}} \right] \nabla \left( \ln \frac{c_{H^+}^0}{c_{H^+}^0} \right) - \frac{i}{q_e N A f_\text{g} c_{H^+}^0 \left( D_{H^+} + D_{ClO_4^-} \right)}
\]

(8)

The second term of the potential gradient corresponds to the resistive losses in the electrolyte and in it \( \mathbf{i} \) is the current density vector in the electrolyte, not the current density at the catalyst surface (equation (3a)). It is assumed that in the bulk electrolyte \( V_l = 0 \) and the potential at the catalyst surface (equation (3b)) is this gradient integrated over the diffusion layer.

Because gas bubbles also occupy part of the total volume at the catalyst surface, the actual current density on the catalyst surface \( i \) corresponds to the Volmer current density multiplied by the fraction of the catalyst surface in contact with the liquid.

\[
i = f_i i V
\]

(9)

In the earlier article [10] gas bubbles were not included in the model. The present extended model reduces to the earlier model by setting \( f_\text{g} = 1 \) in all the equations presented here (i.e., no gas present), and removing the source term \( R_n \) from equation 7b (i.e., no H₂ mass exchange with the gas bubbles). The kinetic model that describes the reactions at the catalyst surface is identical to the previous version of the model [10]. In the following sections (2.5-2.7) we present our gas transport model and discuss some of its basic properties.
2.5. Liquid and gas flow

We model the movement of liquid and gas with the Laminar Bubbly Flow mode of the computational fluid dynamics module of Comsol Multiphysics (version 5.0) without turbulence, and assuming a low gas concentration. Because we simulate the operation of a single catalyst particle in a (cylindrical) unit cell, whose cross-section is smaller than the cross-section of the bubbles, we cannot explicitly simulate the fluid transport in the model, but need to use a simplified description.

The gas concentration is assumed to be small, so its contribution to the momentum transport of the mixture is assumed to be negligible.

\[
f_i \rho_i \frac{\partial \mathbf{v}_l}{\partial t} + f_i \rho_i \mathbf{v}_l \cdot \nabla \mathbf{v}_l = \nabla \cdot \left[-p \mathbf{I} + f_i \mu_l (\nabla \mathbf{v}_l + (\nabla \mathbf{v}_l)^T)\right]
\]

(10)

The pressure is \( p \) and \( \mathbf{I} \) is the identity matrix. The second term inside the brackets \( (f_i \mu_l (\nabla \mathbf{v}_l + (\nabla \mathbf{v}_l)^T) \) is the viscous stress tensor. There are no external forces \( (\mathbf{F} = 0) \) and gravity was neglected \( (g = 0) \).

The liquid is assumed to be incompressible:

\[
\nabla \cdot \mathbf{v}_l = 0
\]

(11)

The transport of gaseous H\(_2\) is solved from the mass continuity equation:

\[
\frac{\partial f_g \rho_g}{\partial t} = -\nabla \cdot (f_g \rho_g \mathbf{v}_g) - m_{gl}
\]

(12)

The product of the volume fraction of gas \( (f_g) \) and its density \( (\rho_g) \) is called the effective density of gas. The mass transfer between gas and hydrated H\(_2\) \( (m_{gl}) \) depends on the local concentration and effective density (details in the next section). The gas flux density is

\[
\mathbf{j}_g = f_g \rho_g \mathbf{v}_g
\]

(13)

and the velocity of the gas \( (\mathbf{v}_g) \) is the sum of the velocity of the liquid \( (\mathbf{v}_l) \) and the drift velocity of the bubbles with respect to the surrounding liquid \( (\mathbf{v}_{\text{drift}}) \) that corresponds to their diffusion and depends on the properties of the surrounding liquid:

\[
\mathbf{v}_g = \mathbf{v}_l + \mathbf{v}_{\text{drift}}
\]

(14a)

\[
\mathbf{v}_{\text{drift}} = -\frac{\mu \nabla f_g}{\rho_l f_g}
\]

(14b)

The density of the liquid is \( \rho_l \) (water at 298.15 K, 997.08 kg/m\(^3\)) and its dynamic viscosity is \( \mu_l \) \((9 \times 10^{-4} \text{ Pa} \cdot \text{s})\), yielding the kinematic viscosity \( \mu_l / \rho_l \approx 9.0 \times 10^{-7} \text{ m}^2 / \text{s} \).

The boundary conditions are as follows: the electrode interfaces (2. and 3. in Figure 1) are treated as walls with no slip for liquid and zero flux density for gas, i.e.,

\[
\mathbf{v}_l = 0
\]

(15a)

\[
-\mathbf{n} \cdot \mathbf{j}_g = 0
\]

(15b)

The vector \( \mathbf{n} \) is the normal vector of the surface or boundary in question. At both the bulk electrolyte interface (6.) and the outer edge of the unit cell (4.) the boundary condition for the liquid is a set pressure:

\[
p = p_0
\]

(16)
At the bulk electrolyte interface the effective density of the gas corresponds to the equilibrium concentration of \( \text{H}_2 \) in water under \( \text{H}_2 \) pressure of 1 bar (0.77 mM), i.e., 0.0015518 kg/m\(^3\), and at the outer edge of the unit cell the gas flux density is set to zero (eq. (15b)).

2.6. Mass exchange of \( \text{H}_2 \) between gas and liquid phases

When the pressure of \( \text{H}_2 \) is 1 bar, the corresponding equilibrium concentration of \( \text{H}_2 \) in water is 0.77 mM. However, most of this is apparently in the form of submicron (diameter \( \approx 440 \) nm) gas bubbles that also serve as the nucleation centers for bubble growth, when \( \text{H}_2 \) is produced, and less than 10% is in hydrated form that may react at the electrodes [14,15]. We assume that in equilibrium the effective density of the gas corresponds to a concentration of 0.77 mM and the concentration of hydrated \( \text{H}_2 \) molecules is one tenth of that, i.e., 0.077 mM. We use Henry’s law to describe the equilibrium between the gas bubbles (\( p \)) and dissolved \( \text{H}_2 \) (\( c \)):

\[
\frac{p_0}{k_{H,H_2}} = \frac{c_0}{c_H} 
\]

(17)

Since we assume that in equilibrium the \( \text{H}_2 \) pressure is 1 bar and the concentration of dissolved \( \text{H}_2 \) is 0.077 mM, equation (17) yields a coefficient \( k_{H,H_2} = 12990 \) bar/M. All the simulations were performed at a temperature of 298.15 K, so the temperature dependence of the coefficient could be neglected. The rate of mass exchange between the gas and dissolved phase depends on the surface area of the gas bubbles. The mass exchange rate per volume is [23]

\[
m_{gl} = a k_{\text{diss}} \left( \frac{p_{H_2}}{k_{H,H_2}} - c_{H_2} \right) M_{H_2} 
\]

(18)

where \( a \) is the bubble surface area per unit volume (m\(^2\)/m\(^3\)), \( M_{H_2} \) the molar mass of \( \text{H}_2 \) and \( k_{\text{diss}} \) the rate constant for the dissolution process (0.4 mm/s [14]). Negative mass exchange rates correspond to dissolved molecules forming gas and positive ones to gas dissolving into the liquid. When the volume fraction of gas in the liquid-gas mixture is \( f_g \) and the diameter of the bubbles is \( d_b \), the total number of bubbles per volume, \( n_b \), is

\[
n_b = f_g \frac{V_b}{d_b^3} = \frac{f_g}{\pi (d_b/2)^3} 
\]

(19)

The surface area per volume is the number of bubbles per volume multiplied by the surface area of a single bubble. We assume spherical bubbles with a constant diameter \( d_b = 440 \) nm [14]

\[
a = n_b 4\pi \left( \frac{d_b}{2} \right)^2 = \frac{6f_g}{d_b} 
\]

(20)

Inserting this into the original rate expression (eq. (18)) gives

\[
m_{gl} = k_{\text{diss}} \left( \frac{p_{H_2}}{k_{H,H_2}} - c_{H_2} \right) \frac{6f_g M_{H_2}}{d_b} 
\]

(21)

This approximation does not take into account the different sizes of the bubbles or their growth, but assumes an average diameter that describes the overall situation for the mass exchange. Therefore the model best describes a situation where the \( \text{H}_2 \) concentration may differ from the saturation concentration, but the individual bubbles and the gas volume fraction are small.
2.7. Simplified mass exchange – transport model

The mass exchange between dissolved H\(_2\) and gas bubbles may increase the mass transport rate of dissolved H\(_2\) compared to a situation with only dissolved H\(_2\). For HER the gaseous H\(_2\) acts as a hydrogen sink and for HOR as its source, analogously to a bulk electrolyte, but extended over the whole diffusion layer thickness. To our knowledge, the coupled H\(_2\) transport problem (equations (7b), (12) and (21), \(R_{gl} = m_{gl}/M_{H2}\)) cannot be solved in closed form, and analytical expressions require simplifications. Figure 2 shows the volume fraction of the gas bubbles at the electrode surface as a function of the current density from the exact numerical solution (flat Pt). At low current densities the volume fraction at the electrode is constant, i.e., independent of both the current density and diffusion layer thickness, and equal to the volume fraction in the bulk electrolyte. This immediately shows that, to a good approximation, we can also assume the volume fraction to be independent of the position within the simulation cell, provided that the current density is sufficiently low. The highest current density at which the approximation can be considered good depends on the diffusion layer thickness (and on the parameters that affect gas diffusivity), as will be discussed later in more detail. We also note that, although it is not readily visible in Figure 2, the gas volume fraction increases linearly with the current density up to a 10% fraction, but above this limit the rate of increase decreases. However, with all the simulation parameter values used here, this occurs only at very high current densities (> 1 A/cm\(^2\)) that could be found only in (dark) electrolysis cells or in photoelectrolysis cells that use sunlight concentrated by a factor of 100 or more.

![Figure 2. Gas volume fraction at the electrode surface as a function of the current density for a smooth (flat) Pt surface and different diffusion layer thicknesses.](image)

When we assume that the pressure and gas volume fraction are constant (and liquid velocity negligible) over the entire diffusion layer thickness and replace the liquid volume fraction with \(1-f_g\)(\(f_l+f_g=1\)), we get a linear differential equation for the concentration of the dissolved hydrogen:

\[
(1 - f_g)D_{H2} \frac{\partial^2 c_{H2}}{\partial z^2} + k_{diss} \left( \frac{p_{H2}}{k_{H,H2}} - c_{H2} \right) \frac{6f_g}{d_b} = 0
\]

This equation can be solved analytically and the resulting concentration profile consists of exponential functions of the distance from the Pt surface. When the concentration at the bulk electrolyte boundary (\(z = \)}
is equal to the bulk concentration, and the flux at the electrode surface \((z = 0)\) corresponds to the current density, we get

\[
c_{H_2}(z) = c_{H_2}^0 + \frac{il}{2FD_{H_2}} \left( \frac{\sinh\left(\frac{z}{L}\right) - \sinh\left(\frac{Z_b - z}{L}\right)}{\cosh\left(\frac{Z_b}{L}\right) + 1} \right)
\]

(23a)

\[
L = \frac{d_b D_{H_2}}{6k_{diss}} \left( \frac{1}{f_g} - 1 \right)
\]

(23b)

If \(Z_b \gg L\), the concentration profile can be simplified to

\[
c_{H_2}(z) \approx c_{H_2}^0 - \frac{il}{2FD_{H_2}} e^{-\frac{z}{L}}
\]

(23c)

The concentration in the bulk electrolyte is \(c_{H_2}^0 (=p_{H_2}/k_{H,H_2})\), corresponding to the pressure of 1 bar in the bulk, \(Z_b\) is the thickness of the diffusion layer and \(L\) is the diffusion length of the dissolved \(H_2\) molecules. Note that the interpretation of \(L\) is analogous to the interpretation of the diffusion length of electrons or holes in a semiconductor: it is a characteristic distance that the diffusing species (here dissolved \(H_2\) molecules) are able to move (on average) by diffusion before they are consumed by reactions (here transfer to \(H_2\) bubbles). The rate constant \(k_{diss}\) (or rather \(k_{diss,f_g}/d_b\)) is an important factor in determining whether the mass exchange or diffusion layer thickness is more significant for mass transport: \(k_{diss} = 0\) obviously corresponds to pure diffusional mass transport that is fully determined by the diffusion layer thickness \((Z_b)\). By contrast, a large rate constant yields a short diffusion length \((Z_b \gg L)\), meaning that the \(H_2\) that is produced will form gas bubbles rapidly near the catalyst, and for most of the diffusion layer thickness \(H_2\) transport proceeds in gas phase (see also Figure 4). Because in this simplified model the gas volume fraction is assumed to be constant, the diffusion length is also constant. In the full numerical model, where the gas volume is allowed to vary as a function of position, the concept of the diffusion length of the dissolved \(H_2\) is less apparent, but can nevertheless be considered as a locally varying characteristic of the competition between diffusion and reaction that depends on the local gas volume fraction according to eq. (23b).

With the values that we used in the simulations \((d_b = 440 \text{ nm}, k_{diss} = 0.4 \text{ mm/s}, D_{H_2} = 5.11 \times 10^{-5} \text{ cm}^2/\text{s}, \text{Table A.1})\), the diffusion length for 0.95% bulk gas volume fraction is about 9.9 \(\mu\)m, and 6.8 \(\mu\)m for a 2% volume fraction. Its value decreases monotonically as a function of \(f_g\), meaning that increasing the gas volume fraction will always yield faster mass transfer kinetics because of a larger bubble surface area per unit volume. At low volume fractions this is probably true, but when the volume fraction becomes large, this approximation could yield too high rates, because most probably the bubbles will grow when the gas volume fraction increases, reducing the surface area. We expect this behavior to be somewhat similar to how some other bubble transport models based on gas diffusion at low concentrations overestimate the mass transport rate compared to more detailed models when the gas volume fraction increases[17].

By inserting \(z = 0\) into equation (23a), we get an analytical expression for the surface concentration of the dissolved \(H_2\).

\[
c_{H_2}(z = 0) = c_{H_2}^0 - \frac{il \tanh(\frac{Z_b}{L})}{2FD_{H_2}}
\]

(24a)

Because in our approximation \(L\) is constant, we can express the dependence of the surface concentration on the current density formally in a similar way to the case of diffusive transport without bulk reactions,
i.e., in terms of two characteristic parameters: the bulk concentration \(c_{H_2}^0\) and the limiting current density \(i_{\text{lim,HOR}}\), which depends on the effective diffusion layer thickness \(Z_{b,\text{eff}}\), which in turn is a function of \(L\) (eq 23b).

\[
\frac{c_{H_2}(z=0)}{c_{H_2}^0} = 1 - \frac{i}{i_{\text{lim,HOR}}} 
\]

\(\text{(24b)}\)

\[
i_{\text{lim,HOR}} = \frac{2FD_{H_2}c_{H_2}^0}{Z_{b,\text{eff}}} 
\]

\(\text{(24c)}\)

\[
Z_{b,\text{eff}} = L \tanh\left(\frac{Z_b}{L}\right) 
\]

\(\text{(24d)}\)

Eq (24d) shows that if the true diffusion layer thickness \(Z_b\) is much larger than \(L\), the effective diffusion layer thickness \(Z_{b,\text{eff}}\) is approximately equal to \(L\), and the limiting current density corresponds to the dissolution kinetics and mobility of the dissolved molecules, which could be anticipated from the absence of \(Z_b\) in equation (23c). In this situation all the dissolved H\(_2\) that is produced transfers to the bubbles near the electrode without reaching the bulk electrolyte situated at \(z = Z_b\). The limiting current density is then

\[
i_{\text{lim,HOR}} \approx 2FC_{H_2}^0 \frac{6D_{H_2}k_{\text{des}}}{d_b(\frac{1}{J_g} - 1)} 
\]

\(\text{(25)}\)

In the opposite case, where \(L \gg Z_b\), the transfer to the bubbles is so slow that the dissolved H\(_2\) has enough time to diffuse across the whole diffusion layer, i.e., \(Z_{b,\text{eff}} \approx Z_b\), which corresponds to the H\(_2\) mass transport being fully diffusive with only negligible mass exchange between the dissolved molecules and gas bubbles. Note that \(i_{\text{lim,HOR}} > 0\) mA/cm\(^2\), i.e., has a positive sign, whereas \(i < 0\) mA/cm\(^2\), because we consider HER. In other words, \(i_{\text{lim,HOR}}\) does not limit the H\(_2\) production rate, but is merely a characteristic parameter of the diffusion problem (it would limit the H\(_2\) consumption rate, though).

Conversely, when we know the current density and surface concentration of H\(_2\), we can calculate the apparent limiting current density of HOR as a function of the current density from equation (24b).

\[
i_{\text{lim,HOR}} = \frac{i}{1 - \frac{c_{H_2}(z=0)}{c_{H_2}^0}} 
\]

\(\text{(26)}\)

We use this equation to calculate the apparent limiting current density of the full numerical simulations as a function of the current density. This functions as a criterion for the validity of the simplified model: when the calculated limiting current density is constant with respect to the current density, the simplified model is valid, and more generally, the mass transport behaves similarly to diffusion. When the gas volume fraction in our model increases, the effective diffusion layer thickness decreases and the limiting current density increases. At low current densities this is probably not a significant factor, but when the current density and gas volume fraction increase (Figure 2), at some point the surface concentration probably cannot be described with the limiting current density that corresponds to the equilibrium volume fraction.

Figure 3 below illustrates this by showing a comparison of the concentration profiles of the full numerical simulations (solid lines) with the simplified model (dashed lines, equations (23a) and (23b) with the bulk gas volume fraction). The diffusion layer thickness \(Z_b\) is 100 \(\mu\)m and the corresponding gas volume fraction in the full simulations can be found from Figure 2. Up to 10 mA/cm\(^2\) there is practically no difference between the solutions, and the gas volume fraction is also only a little higher than its bulk
value. However, at 100 mA/cm² the surface gas volume fraction is twice as large as the bulk fraction and at 1 A/cm² it is already about 10%, which is more than ten times the bulk value. This difference is also apparent in the concentration profiles in Figure 3. While the simplified solution is relatively close to the full simulation at 100 mA/cm², the difference is significant at 1 A/cm². Moreover, at 1 A/cm² the simplified solution fails to reproduce the increased concentration gradient caused by the increased gas volume fraction and thus the reduced diffusion length. Overall, if only the surface H₂ concentration is needed as a result from the modeling, the simplified model presented here, and therefore also diffusive transport, seems sufficiently accurate up to almost 100 mA/cm², as long as the limiting current densities are realistic. This is also why gas phase H₂ transport could safely be omitted from our previous publication, and a simple diffusion model (eq. (7) without mass exchange and \( f_l = 1 \), and thus also eq. (24b)) was used instead [10]. At higher current densities the surface concentrations of diffusive transport models differ significantly from the numerical simulations with our two-phase transport model.
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Figure 3. Concentration profiles of dissolved H₂ at different current densities with 100 µm diffusion layer thickness: full numerical solutions (flat Pt, solid lines) and the simplified 1D model (equation (23), dashed lines). The dashed black and red lines are not visible because they overlap with the corresponding solid lines.

The effect of the diffusion layer thickness (\( Z_b \)) on flat Pt (1D limit of the model) is illustrated in Figure 4. Figure 4A shows typical concentration profiles of both dissolved and gaseous H₂ at -100 mV vs RHE. Note that the profiles are the full numerical solution of the problem, not the simplified one given by equation (23). The current density is not the same in all cases, but for diffusion layer thicknesses of 15 µm or more it is about -250 mA/cm² (Figure 4B). As Figure 4A illustrates, when the diffusion layer thickness is 40 µm or more, the concentration of the dissolved H₂ decreases approximately exponentially at distances less than about 30 µm from the electrode surface (at \( z=0 \)), but the rate varies with the diffusion layer thickness (\( Z_b \)), since the gas volume fraction (concentration in Figure 4A) depends on \( Z_b \). By a distance of 60 µm from the electrode surface the H₂ concentration is reduced to its bulk level, even if the bulk electrolyte is farther from the electrode. The concentration of gaseous H₂ changes almost linearly as a function of the distance everywhere, except close to the electrode surface, which is not apparent because of the logarithmic concentration axis. Therefore, the volume fraction is clearly not constant. However,
because its variations were significantly smaller than the variations in the concentration of the dissolved H$_2$, it could be possible to use equation (23) as an approximation, although not always with the equilibrium gas volume fraction.

Figure 4. Examples of the behavior of H$_2$ concentrations in the 1D limit of our model (i.e., flat Pt). A) Numerically solved concentration profiles of dissolved H$_2$ (solid lines) and gas (dashed lines) for the indicated diffusion layer thicknesses. B) Flux density profiles calculated from the concentration profiles in fig A) converted to current density.

Figure 4B shows the H$_2$ flux carried by the dissolved molecules and gas bubbles converted to current density ($z = 2$) to accommodate comparison with other figures, where current density is used. As a consequence of the dissolved molecules entering the bubbles, most of the H$_2$ flux density is carried as gas bubbles at distances of more than approximately 5 µm from the electrode surface, and at a distance of 20 µm the flux density of the dissolved H$_2$ is negligible compared to the total gas flux density. The exact point, where the gas flux becomes higher than the molecular flux depends on the current density and on the diffusion layer thickness. Slightly surprisingly, increasing the current density at a given diffusion layer thickness brings this point closer to the electrode surface, and increasing the diffusion layer thickness seems to do the same. In both cases the amount of gas near the electrode is increased, which enhances the mass exchange kinetics (see also Figure 5). However, when the diffusion layer thickness was less than 10 µm, mass exchange was not fast enough to shift the majority of the flux density to gaseous H$_2$ at any current density. Nonetheless, with a diffusion layer thickness of 15 µm the crossing point is already no farther than approximately 7 µm from the electrode (green lines in Figure 4B).

3. Results and Discussion

3.1. Mass transport and total overpotential

In the previous section we illustrated the main features of our model and showed how the complete model differs from the simplified solution. In this section we discuss how bubble transport and formation kinetics affect H$_2$ transport. This includes both the assumed diffusion layer thickness and the dissolution rate constant. Finally, we also discuss the factors that were neglected in this model and how they could affect the results, and could possibly be included in a more elaborate model.
3.1.1. Gas volume fraction and diffusion layer thickness

Figure 5 shows the diffusion length of the H₂ molecules at the Pt surface as a function of the current density, calculated with equation (23b) from the volume fractions shown in Figure 2. A comparison of Figures 2, 3 and 5 indicates that the failure of the simplified model at high current densities is due to the increased gas volume fraction, which reduces the diffusion length, which can be seen in Figure 3 as the clearly steeper slope of the simulated concentration profile for a current density of 1 A/cm². Note that because of the one-to-one relation between \( \mathcal{L} \) and \( f_g \) via equation (23b), Figure 5 conveys essentially the same information as Figure 2, which was already discussed.
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In addition to the diffusion length, we can calculate the apparent HOR limiting current density from the surface concentration of dissolved H₂ (equation (26)). While the diffusion length describes the concentration profile in the immediate vicinity of the electrode, the limiting current density serves as an indicator of the overall mass transport rate and the behavior of the surface concentration as a function of the current density. As a descriptor of H₂ mass transport, the apparent limiting current density serves two purposes:

1. as mentioned, it is an indicator of the overall H₂ mass transport rate, with higher values corresponding to faster mass transport. Additionally, in the simplified model (and with diffusive transport) the mass transport losses are given approximately by the limiting current density alone (equation (6)), so we can connect it directly to the mass transport overpotential;
2. it allows us easily to determine the current density range, where the simplified model is valid, because in that case the surface concentration is described by a constant limiting current density, similarly to diffusive mass transport. When we see this behavior or deviation from it in the full numerical simulations, it is easy to distinguish between the validity and failure of the simpler model.

Figure 6 shows the apparent HOR limiting current density (A, equation (26)) and mass transport overpotential (B, equation (5)) for the full numerical simulations and indicated diffusion layer
thicknesses. At low current densities all cases can be described with a constant limiting current density, meaning that the simplified model is valid. However, as the current density increases, the apparent limiting current density (equation (25)) also increases, because the increased gas volume fraction enhances the mass exchange kinetics and therefore the removal of H₂ molecules from the electrode surface. Because the gas volume fraction increases continuously, the apparent limiting current density also increases smoothly. A comparison of Figures 2 and 6 indicates that this increase becomes significant when the volume fraction has increased by about 10% to 1.1%, corresponding to a diffusion length a little greater than 9 µm (Figure 5.). This is not apparent from Figure 6A for the thinnest diffusion layers, but the increase would probably also happen in their case at current densities even higher (> 10 A/cm²) than those encountered in the present simulations.
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**Figure 6.** The effect of the diffusion layer thickness (Zₜ) on H₂ transport. A) The apparent HOR limiting current density calculated from the surface concentration of H₂ and B) the mass transport losses as a function of current density.

At low current densities \( i_{\text{lim,HOR}} \) decreases with an increasing diffusion layer thickness \( Zₜ \), until it saturates to a nearly constant value that is independent of both the current density and \( Zₜ \). The saturation occurs because the dissolved H₂ molecules are transferred to gas bubbles and their concentration will reduce to the bulk value before the bulk electrolyte if \( Zₜ \) is significantly larger than the diffusion length of the molecules (\( L \)). In that case \( i_{\text{lim,HOR}} \) corresponds only to \( L \) (equations (24d) and (25), and Figure 4). The mass transport overpotential follows this behavior at low current densities: first it increases with increasing \( Zₜ \) but then it saturates to a constant value determined only by \( L \) and the current density (equations (6) and (24d)).

At high current densities proton transport also becomes important. This can be seen in Figure 6B as a rapid increase in the mass transport overpotential when the current density approaches the limiting current density of proton transport. This increase becomes significant at current densities above ca. 1 A/cm², depending on the \( Zₜ \). For example, with \( Zₜ = 100 \) µm, the effect becomes visible in Figure 6B at ca. 300 mA/cm², which is ca. 15% of the HER limiting current density in the same situation (ca. 1.8 A/cm²). At these higher current densities a thicker diffusion layer always leads to a higher overpotential (Figure 6B).
because unlike the dissolved \( \text{H}_2 \) that can transfer to the \( \text{H}_2 \) bubbles, protons always have to be transported through the whole diffusion layer thickness.

The increase in the HOR limiting current density as a function of the current density is in qualitative agreement with published experimental results [16]. The behavior of the gas volume fraction in our simulations also agrees well with experiments on the bubble coverage of electrodes, although our simulated gas volume fractions are smaller than those observed experimentally at the same current density [24]. This could be due to overestimated gas diffusivity, but also other factors that affect the behavior of bubbles at real electrodes.

3.1.2. Mass exchange kinetics

As predicted by the simplified model, variation in the rate constant has similar effects on the \( \text{H}_2 \) surface concentration to varying \( i_{\text{lim, HOR}} \) (Figure 7). Indeed, Figure 7B shows that \( i_{\text{lim, HOR}} \) derived from the simulation results (\( c_{\text{H}_2} \), square markers) depends on the square root of \( k_{\text{diss}} \) at current densities less than 10 mA/cm\(^2\), as predicted by equation (25), indicating that the simplified solution is very accurate, at least in the rate constant range under study. It is interesting to note that \( i_{\text{lim, HOR}} \) starts a rapid increase at around 20 mA/cm\(^2\) regardless of the value of \( k_{\text{diss}} \). In other words, \( k_{\text{diss}} \) simply shifts the curves along the vertical axis in Figure 7A.

![Figure 7. The effect of the mass exchange kinetics on the overall \( \text{H}_2 \) mass transport with \( Z_b = 100 \mu \text{m} \). A) The apparent limiting current density for different values of \( k_{\text{diss}} \). B) The dependence of the apparent limiting current density on the rate constant at low current densities.](image)

The rate constant of the kinetics (\( k_{\text{diss}} \)) is not the only parameter that affects the kinetics, because the bubble diameter (\( d_b \)) also has a similar role in the expression of the mass exchange rate. However, since in our model they both affect only the mass exchange kinetics, we can study the kinetics by varying only a single parameter, here the rate constant. The kinetic rate is inversely proportional to the diameter of the bubble and linearly proportional to the rate constant, so increasing the bubble size would affect the kinetics in a similar way to reducing the rate constant.
3.1.3. Remarks on the limitations of the $H_2$ transport model

Several factors were excluded from the present model because of their complexity, but may influence the $H_2$ transport in real devices and therefore deserve a brief discussion, not least because they may provide a way to improve the predictive power of the model with respect to experimental results.

One of them is fluid motion. In practice, our approach limits us to the movement of gas bubbles and its effects. In the present model the gas flux has no effect on the fluxes of ions and molecules in the liquid beyond the local volume fraction, whereas in reality the movement of the bubbles would stir the liquid, which could reduce the effect of the reduced liquid volume fraction. Therefore, it might be possible that a small or moderate amount of gas might even improve the proton transport, and thus increase the apparent HER limiting current density. In our model increasing the gas volume fraction reduces the HER limiting current density, because the total proton flux density is reduced. The current density at which the increase in the volume fraction becomes noticeable also depends on the diffusivity of the gas bubbles, so slower gas movement would correspond to a lower current density, where $H_2$ transport is no longer described accurately by a constant limiting current density.

Another related factor is the lack of bubble growth. We did not account for the possibility of bubbles growing or coalescing together to form larger bubbles. The increased bubble size would naturally affect the surface area of the bubbles per unit volume, so at least the dissolution kinetics would be affected. The bubble size would probably also affect bubble diffusivity and liquid flow near the bubbles, which could then affect the surface concentrations of protons and $H_2$.

In practice these effects could be included by, for example, modifying the dependence of the fluxes on the liquid volume fraction and making the bubble radius a function of the gas volume fraction. The problem is then to find the correct functional dependence that can be used.

One important detail that our model most probably describes correctly is that an increase in the amount of gas will eventually reduce the proton supply and active reaction surface area, leading to slower gas formation [25,26]. The balance of the gas and proton transport could determine either an upper limit or a clear peak value of the current density [25]. However, because we saw at most gas volume fractions of about 13 % at current densities almost as high as the HER limiting current density (about 1800 mA/cm$^2$ for a 100 µm diffusion layer, if the gas volume fraction is neglected), we do not know exactly how our model would behave at the high gas volume fraction limit. Neither do we expect to see significantly higher gas volume fractions at the electrode surface at any bias potential with the simulation parameters used. Therefore, studying the high gas volume fraction range, if such studies are considered reasonable, would require the modification of some of the simulation parameters to allow sufficient $H_2$ concentrations to develop. We point out, however, that our model is strictly valid only at low gas concentrations and therefore will probably fail in more than one way at higher gas concentrations.

3.2. The effect of catalyst loading

The catalyst loading on the electrode determines the number of reaction sites per electrode area. For a fixed current density per electrode area, increasing the catalyst loading reduces the current density per catalyst surface area, and therefore also the kinetic overpotentials. On the contrary, the mass transport overpotentials arise as a result of the transport of electroactive species in the electrolyte, both in the bulk and near the catalyst particles. It is therefore less obvious how they depend on the number of catalyst particles per electrode area. In our previous study we observed that the mass transport losses at a given current density (per electrode area) are almost independent of the catalyst loading, i.e., changing the
catalyst loading affected only the kinetic overpotential [10]. We show the same observation here with slower mass transport (lower $i_{\text{lim,HOR}}$) to illustrate it better.

Figure 8 shows the situation for four Pt loadings ranging from 10 ng/cm$^2$ to 1000 ng/cm$^2$ with a diffusion layer thickness of 100 µm ($i_{\text{lim,HOR}} \approx 0.77$ mA/cm$^2$ at low current densities; see, e.g., Figure 7). The reaction kinetics and mass transport are the same in all cases; only the amount of catalyst changes, and with it both the current density per catalyst area and the kinetic overpotential. With very low loadings the current density per catalyst area is high and the kinetic overpotential is large compared with the mass transport losses. In this case the total overpotential mostly corresponds to the kinetic losses, which brings the current-overpotential curve very close to the theoretical limit without mass transport losses, as shown in Figure 8B. At high Pt loadings the situation is the opposite: the kinetic losses are reduced, because the current density per catalyst area is reduced, while the mass transport losses remain the same (the dashed lines in Figure 8A overlap), leading to a situation where the total overpotential mostly corresponds to the mass transport losses.

These observations are important not only for practical catalyst optimization, where better HER performance can be obtained both by more active catalysts or higher catalyst loading, but also for mechanistic studies that aim to identify different reaction mechanisms on the basis of their different Tafel slopes. We can see this in Figure 8A, where the (Tafel) slope of the curves change significantly when going from kinetics determined solely by mass transport (dashed line in Figure 8A) to the situation with negligible mass transport losses (10 ng/cm$^2$). This transition from mass transport control to kinetics-dominated overpotential is a likely explanation for the apparent discrepancy between the values in the literature with different Tafel slopes and exchange current densities [7,8]. Indeed, if the mass transport effects were not taken into account when considering this situation, it would appear as if the reaction mechanism changes with the catalyst loading (Figure 8A), and the kinetics become faster (overpotential smaller) with lower loadings (Figure 8B). In reality, however, the changes come from differences in the dependence of the kinetic and mass transport overpotentials on current densities per electrode and catalyst surface area.
A) The effect of Pt loading of particles 5 nm in diameter on the IV curve of the electrode compared to flat Pt (gray). The dashed lines indicate current density as a function of mass transport overpotential. B) Current density on Pt surface compared to the theoretical limit without mass transport losses (gray).

3.3. Equilibrium coverage and Tafel slope

Detailed theoretical analysis of HER/HOR and the kinetic parameters has been carried out earlier [18,27–29]. Although we use the Langmuir adsorption isotherm instead of Frumkin, many characteristics related to the Tafel rate and equilibrium coverage are similar. However, previous analysis of the V-T route has often assumed a low equilibrium coverage, whereas here we vary it over a broad range [27,28]. We use 10 ng/cm$^2$ catalyst loading to illustrate the reaction kinetics, because from the loadings under study it gives the highest kinetic losses, and therefore an IV curve closest to the theoretical limit of kinetic control without mass transport losses (see Figure 8B).

Figure 9A shows the effect of the equilibrium coverage with 10 ng/cm$^2$ loading on the IV curve of the electrode and the other parameters kept as in Table A.1. The left-hand axis shows the current density per Pt surface area, and the right-hand axis per electrode area. When the coverage is close to the equilibrium value, the Tafel slope of the IV curve is approximately 120 mV/decade (solid gray line in Figure 9A) when Volmer is the RLS. However, the kinetics of the Tafel step dictate that in steady state the coverage increases when the current density increases, even if the surface concentrations are equal to the bulk concentrations. Therefore, in reality the change in coverage always affects the IV curve to some extent. When equilibrium coverage is low, the number of free adsorption sites decreases slowly when the current is increased and thus the effect on the overpotential is small. This yields an IV curve that is very close to the 120 mV/decade Tafel slope. However, with high equilibrium coverage, the relative change in the number of free adsorption sites is larger and the overpotential required for a given current density increases faster than 120 mV/decade. In the case of the V-T mechanism a higher equilibrium coverage also limits the highest attainable HER current density, which is seen with equilibrium coverages higher than 0.5 in Figure 9.
Figure 9. A) The effect of the equilibrium hydrogen coverage on the current-overpotential curve of the electrode with 10 ng/cm² Pt loading, represented in terms of the current density at the Pt surface (left-hand axis) and averaged over the electrode area (right-hand axis). The solid gray line corresponds to the Butler-Volmer equation with $i_0 = 100$ mA/cm² and $\alpha = 0.5$ (~$120$ mV/decade Tafel slope). B) The hydrogen coverage of the Pt particles for the simulated equilibrium coverages.

The difference between the gray lines indicating the theoretical limits in Figures 8B and 9A is that in 8B the effect of increasing surface coverage is included, whereas in 9A the Butler-Volmer equation corresponds to a constant surface coverage to illustrate how increasing (equilibrium) coverage affects the IV curve.

4. Conclusions
Here we presented a mass transport model that can describe the H₂ transport in greater detail than the diffusion layer approach with only a single H₂ species. At low current densities the mass exchange between gaseous and dissolved H₂ molecules leads to mass transport that seems diffusive, although the origin of the apparent limiting current density is in the mass exchange kinetics. Increased gas volume enhances the kinetics, leading to faster apparent H₂ mass transport. Although the model is mainly suited to low gas concentrations and the results differ somewhat from the experimental data, it is a first step towards a realistic H₂ mass transport model for solar photoelectrolysis cells. Possible ways to improve the model were discussed, such as taking into account the bubble growth and changing surface area, and using the gas volume fraction to describe the effects of the bubble movement on diffusion in the liquid.

An important detail for the electrode and catalyst operation is that the mass transport and kinetic overpotentials depend on different current densities, the mass transport overpotential on the current per electrode area and the kinetic overpotential on the current density per catalyst surface. As we showed, this may lead to a situation where it seems that the reaction kinetics, both the exchange current density and the Tafel slope, depend on the amount of catalyst, when in fact only the relative significance of mass transport and kinetic losses has changed. Because this may lead to misinterpretations of the measurement results, especially when good catalysts are being considered, it should preferably already be taken into account in the planning phase of experiments. The model and results presented should allow more accurate estimation of the effects of mass transport, reaction kinetics and catalyst loading on the experimental results and serve as a tool for optimizing catalyst use in photoelectrolysis cells.
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Appendix: The simulation parameters
The baseline simulation parameters are given in Table A.1. Some parameters are varied in the simulations, but those in the table comprise a baseline with which the other results are compared. To the best of our knowledge, the ratio of the Tafel and Volmer exchange rates ($r_T$) has not been determined experimentally, and several different estimates for the equilibrium coverage have been presented, ranging at least from 5% to 67% [6,18,30] and even one as low as 0.001% has been used in theoretical analysis [27]. The values in Table A.1 are thus reasonable estimates based on other results: the equilibrium coverage is based on Wang et al. [18] and the rate of the Tafel step on the fact that the reaction kinetics would have to allow at least the measured HOR current density of 500 mA/cm² [8]. When the Volmer exchange current density is 100 mA/cm² and the change in the coverage with current density is neglected,
the value of \( r_T \) would have to be at least 2.5. However, the reduction in coverage with an increasing HOR current density means that a lower ratio would be sufficient, the exact value depending on the equilibrium coverage. We chose to use a ratio that was twice as high (5.0) in the simulations.

Table A.1. Simulation parameters and their baseline case values.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>Temperature</td>
<td>298.15 K</td>
</tr>
<tr>
<td>( Z_b )</td>
<td>Thickness of the electrolyte diffusion layer</td>
<td>100 μm</td>
</tr>
<tr>
<td>( h_{TiO_2} )</td>
<td>Thickness of the TiO(_2) layer</td>
<td>100 nm</td>
</tr>
<tr>
<td>( \sigma_{TiO_2} )</td>
<td>Conductivity of TiO(_2)</td>
<td>1 S/m</td>
</tr>
<tr>
<td>( d_{Pt} )</td>
<td>Diameter of Pt particles</td>
<td>5 nm</td>
</tr>
<tr>
<td>( \rho_{Pt} )</td>
<td>Density of Pt</td>
<td>21450 kg/m(^3) [31]</td>
</tr>
<tr>
<td>( \sigma_{Pt} )</td>
<td>Conductivity of Pt</td>
<td>9.43(\times)10(^6) S/m [31]</td>
</tr>
<tr>
<td>( i_{0,\text{Volmer}} )</td>
<td>Exchange current density of Volmer reaction</td>
<td>100 mA/cm(^2) [8]</td>
</tr>
<tr>
<td>( r_H )</td>
<td>Ratio of Heyrovsky and Volmer rates</td>
<td>0 [8]</td>
</tr>
<tr>
<td>( r_T )</td>
<td>Ratio of Tafel and Volmer rates</td>
<td>5 [8]</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Equilibrium H(_2)-coverage</td>
<td>0.05 [18]</td>
</tr>
<tr>
<td>( d_b )</td>
<td>Diameter of H(_2) bubbles</td>
<td>440 nm [14]</td>
</tr>
<tr>
<td>( k_{\text{diss}} )</td>
<td>H(_2) dissolavation rate constant</td>
<td>0.4 mm/s [14]</td>
</tr>
<tr>
<td>( c_{H^+}^0 )</td>
<td>Bulk proton concentration</td>
<td>1.0 M</td>
</tr>
<tr>
<td>( c_{H_2}^0 )</td>
<td>Bulk H(_2) concentration</td>
<td>0.07698 mM [14]</td>
</tr>
<tr>
<td>( f_{H_2}^0 \rho^0_g )</td>
<td>Bulk effective density of H(_2) gas</td>
<td>0.0015518 kg/m(^3)</td>
</tr>
<tr>
<td>( k_{H_2,H_2}^{\text{Henry}} )</td>
<td>Henry’s law coefficient between H(_2) gas and hydrated H(_2)</td>
<td>12990 bar/M</td>
</tr>
<tr>
<td>( D_{H^+} )</td>
<td>Diffusion coefficient of protons</td>
<td>9.3110(\times)10(^{-5}) cm(^2)/s [31]</td>
</tr>
<tr>
<td>( D_{ClO_4^-} )</td>
<td>Diffusion coefficient of perchlorate ions</td>
<td>1.7908(\times)10(^{-5}) cm(^2)/s [31]</td>
</tr>
<tr>
<td>( D_{H_2} )</td>
<td>Diffusion coefficient of hydrated H(_2)</td>
<td>5.1100(\times)10(^{-5}) cm(^2)/s [31]</td>
</tr>
<tr>
<td>( \mu_{H^+} )</td>
<td>Mobility of protons</td>
<td>3.624(\times)10(^{-3}) cm(^2)/(V·s) [31]</td>
</tr>
<tr>
<td>( \mu_{ClO_4^-} )</td>
<td>Mobility of perchlorate ions</td>
<td>6.970(\times)10(^{-4}) cm(^2)/(V·s) [31]</td>
</tr>
</tbody>
</table>
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