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Abstract: A novel approach to evaluating night-time road and street environment lighting conditions through 3D point clouds is presented. The combination of luminance imaging and 3D point cloud acquired with a terrestrial laser scanner was used for analyzing 3D luminance on the road surface. A calculation of the luminance (cd/m²) was based on the RGB output values of a Nikon D800E digital still camera. The camera was calibrated with a reference luminance source. The relative orientation between the luminance images and intensity image of the 3D point cloud was solved in order to integrate the data sets into the same coordinate system. As a result, the 3D model of road environment luminance is illustrated and the ability to exploit the method for evaluating the luminance distribution on the road surface is presented. Furthermore, the limitations and future prospects of the methodology are addressed. The method provides promising results for studying road lighting conditions.
in future lighting optimizations. The paper presents the methodology and its experimental application on a road section which consists of five luminaires installed on one side of a two-lane road in Otaniemi, Espoo, Finland.
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1. Introduction

The function of road and street environment lighting is to maintain safety and comfort by providing acceptable visibility conditions during the night-time. Design of new road lighting setups, and retrofitting of old ones is affected by energy efficiency requirements [1] and by the ban of mercury lamps [2]. The increased awareness of mesopic vision may also affect the design of road lighting (e.g., [3,4]). The measurements of traffic lighting conditions are used to evaluate the performance of the lighting installation on road surfaces, road markings and furniture, or the glare from luminaires on surrounding areas can be investigated. Lighting measurements are also necessary for maintenance purposes. In the future, LED lights will be used more and more for illuminating road environments, because the luminous efficacies of the most recent LED luminaires are higher than the majority of the traditional light sources. Therefore, it is also important to evaluate the performance of LEDs for illuminating roadways.

With conventional gas discharge lamp luminaires, it is common to design outdoor lighting using a lumen maintenance factor of 80%. Lumen depreciation is due to lamp lumen depreciation but also due to luminaires getting dirty. A lumen maintenance factor of 80% is suitable if lamps are replaced with group replacement after three or four years, with burning hours thus being 12,000 to 16,000 hours. With LED luminaires the situation is different: their operating life time varies from 50,000 to 100,000 hours according to the manufacturer’s information. However, the luminous flux of the LED chips is reduced during burning hours and the rate of depreciation is affected by the ambient temperature, for instance. In addition, air pollution effects on the lenses of the LED package and also on the external optics, thus reducing the luminous flux on road surface. Therefore, LED luminaires will bring about a new requirement for lighting measurements during burning hours in order to confirm that the LED lighting installation is still meeting the lighting needs after several thousand burning hours.

Road environment lighting conditions are evaluated using different methods, depending on the type of road or street: illuminance and its uniformity, luminance and its uniformity, glare restriction, target visibility, or color of the light. In this work, the lighting conditions are assessed in terms of luminance. Luminance describes the luminous intensity emitted from a particular area in a given direction. The SI unit for luminance is candela per square metre (cd/m²). Luminance of the road is determined by the surface reflection properties and the light intensity based on the direction of light and the angle of reflection. Luminance measurements of road and street environments are needed to get data for analyzing the quality of road lighting and visibility conditions, for example.

Road lighting measurements can be carried out with spot luminance meters, which measure the luminance of a small (usually 1°) area at a time or by using an imaging luminance photometer (e.g., [5]). Zhou *et al.* [6] measured lighting illuminance levels for a moving vehicle and matched the measurements with the location data from a distance measurement instrument.
In recent years, laser scanning (LS) instruments have provided efficient and versatile applications for collecting 3D data for built and natural environments. Combined with positioning techniques LS produces the georeferenced point cloud, from which it is possible to calculate various surface, raster, and object models. In road and street environments, a mobile laser scanning (MLS) point cloud has been used for extracting different features, such as building façades, road surfaces, tunnels, railway tracks, poles, luminaires, and trees (e.g., [7–15]).

The fusion of 3D point cloud and image texture improves the interpretation and detection of features and objects. When considering data fusion, both 3D point clouds and 2D images must be registered in the common coordinate frame. The main approaches to registration include determining the sensor orientations separately using ground control features, solving the relative orientation between data sets, or making a system calibration of the integrated imaging system [16]. The combination of 3D point clouds with other sensor techniques can be found in a large number of published works. For example, point clouds have been integrated with data from a thermographic camera and ground-penetrating radar [17–19]. The result can also be a georeferenced panorama image, a textured surface, a building façade or a virtual environment [20–23]. In addition, point cloud rendering methods are used to improve the visualization (e.g., [24]).

The objective of this study is to demonstrate a novel approach to create luminance-corrected 3D point cloud data for evaluating night-time road lighting conditions and to address the limitations and future prospects.

2. Study Area and Data Acquisition

2.1. Test Site

The research was conducted on a straight street section in Otaranta, Espoo, Finland (Figure 1). The experimental road section was approximately 150 m long and 6 m wide. The road has 1% slope in the longitudinal direction and 3% cross-section slope in both lanes. The difference between the lowest and highest point of the road section was 1 m. The road is surrounded by lawns and parking areas. The road section consists of five luminaires installed on one side of a two-lane road. The spacing between the poles was 32 m, with the luminaire being mounted at height of 10 m. Each luminaire had one 100 W High Pressure Sodium (HPS) light source. The road surface is classified as R3 in the CIE road surface classification, with a lighting class of AL4b, which is similar to ME4b in European standards, except for the longitudinal uniformity.

2.2. 3D Point Cloud

We used a Faro Focus 3D terrestrial laser scanner to produce a 3D point cloud of the Otaranta road. The Faro Focus 3D is a 905 nm, phase-based, continuous-wave laser scanner with a 305° × 360° field of view. The distance measurement accuracy is ±2 mm at a distance of 25 m [25]. The circular beam diameter at the exit is 3 mm. In total, we measured the Otaranta road from four separate scanning positions which were located between the lamp posts. 3D data was acquired with a resolution setting, providing a point spacing of 6 mm on an orthogonal target located some 10 m from the scanner. The objective of the laser scanning measurements was to obtain the comprehensive point coverage for the road surface and its surroundings. The TLS point clouds were co-registered using at least three sphere
reference targets between every scan pair. The distance between the sphere target and scanner remained reasonable relative to the scanning resolution used. In this study, the distances varied from 5 to 15 m. The spheres were positioned with VRS-GNSS measurements. The overall quality of the registration on reference targets showed 1.0 cm mean error. The output of the TLS measurements was then georeferenced using the Finnish ETRS-TM35 coordinate system. In total, 73 million points were measured from the area.

Figure 1. Profile view of the Otaranta road center line (a) and cross-section (b). Z coordinates are presented in GRS80 (Geodetic Reference System 1980), Y and X coordinates in ETRS-TM35FIN, units expressed in meters (positions of poles are marked with red dots in picture a).

2.3. Image Acquisition

Image acquisition was performed from the same locations using the same tripod setup as with TLS scans and for both directions of the road with a Nikon D800E camera (Figure 2). For the camera, the field of view was similar to the driver’s point of view. The aperture of the camera was 5.6, exposure time 8 s and ISO value 100. These settings enabled luminance values of under 5 cd/m² with maximum dynamic range to be captured. All images were taken continuously under conditions where the existing luminance did not vary during the measurement. The photos were saved in NEF format (Nikon’s lossless RAW file format) to record light linearly and maximize image quality for post-processing.

To address a 3D point with an absolute luminance value, the absolute luminance value must first be clarified. A digital camera can be used as an imaging luminance photometer [26–28]. To interpret the images taken as matrices, the absolute luminance values of the pixel in the raw image of the camera used needed to be calibrated. In addition, the camera was geometrically calibrated and lens distortions were corrected by applying Brown’s model [29].
Figure 2. The image data included eight images covering a 150-metre long road section under night-time lighting conditions. The images were taken from four different positions and in both directions (north and south).

Luminance Calibration

For obtaining luminance values from digital images, Equations (1) and (2) are applied. The relation between aperture, exposure time, ISO, and luminance is explained in the following Equation [28]:

\[
K = \frac{Na f_s^2}{L_s t S_{ISO}}
\]  

(1)

where  
\(K\) is the calibration constant  
\(N_a\) is the digital value \(Y\) of the pixel in the raw image obtained with equation 2,  
\(f_s\) is the aperture,  
\(L_s\) is the luminance of the scene in cd/m\(^2\)  
\(t\) is the exposure time in seconds and  
\(S_{ISO}\) is the ISO value.

The value of \(Y\) in the CIE XYZ color space [30] is equivalent to the photopic luminance value [31]. The correlation between the RGB color space used in the Nikon D800E camera and \(Y\) in CIE XYZ is defined by the IEC standard [32]:

\[
Y = 0.2162R + 0.7152G + 0.0722B
\]  

(2)

To determine the ratio of absolute and relative luminances with specific exposure settings, a set of images with known luminance were acquired. An Optronic Laboratories Inc. model 455-6-1 reference luminance source (Figure 3a) was used to create uniform circular luminance areas. To obtain low luminance values corresponding to night-time road conditions, a neutral density (ND) filter was used in front of the opening of the luminance source’s integrating sphere. The transfer ratio of the ND filter was measured using an LMK Mobile Advanced imaging luminance photometer, and found to be 1/41.8. After this, a series of 54 images of the ND-filtered luminance source were taken with the Nikon D800E. The calibration was performed with the same exposure settings as used in the field (aperture of the lens 5.6, exposure time of 8 s and the ISO value 100). The luminance source was adjusted to 54 different
luminance ranging from 0.0031 to 23.95 cd/m². The median RGB channel values from an area of 100 × 100 pixels in the center of the image (Figure 3b) covering the opening of the luminance source were used in calibrating the camera.

![Figure 3](image)

**Figure 3.** (a) Optronic Laboratories Inc. model 455-6-1 reference luminance source used for calibration. (b) The image covering the opening of the luminance source.

Using the transformation function (Equation (2)) with an RGB image, a matrix of relative luminance values was obtained. With the absolute luminance value of the image being known, the linear ratio between relative and absolute luminance values was identified. It was found that with the exposure settings used, the maximum measurable luminance value was 2.9 cd/m² because, with greater values, one of the RGB channels reached its limits. The ratio and the RGB to Y function (Equation (2)) can now be used to interpret every image taken with the calibrated camera, using the same exposure settings, as a matrix of absolute luminance values.

### 3. Integration of Luminance Values and 3D Point Cloud

Our approach to derive a 3D luminance model for analyzing road environment lighting conditions is based on the fusion of TLS measurements and luminance values derived from digital images. The creation of luminance colored 3D point clouds requires that images and laser scanning data are in the same coordinate system. We integrated these terrestrial data sources by determining the orientation of undistorted RGB images relative to intensity images of individual terrestrial laser scans (Figure 4). We identified a set of corresponding points for every image pair by using recognizable road features such as paintings and kerbstones. The results of the registration showed that the mean distance between the 2D projection of the selected 3D points and the corresponding points that have been selected in the RGB pictures for all image pair was 4.7 pixels. The uncertainty was mainly caused by lower resolution on TLS intensity images. After determining the orientation, the images were replaced by calculated luminance images (see Section 2.3.1) in order to derive 3D luminance point clouds. The RGB images were used for orientation for the reason that they allowed us to observe the road features more clearly.

#### 3.1. 3D Luminance Point Cloud

Once all images have been registered with the corresponding TLS intensity images, the 3D luminance data of the road can be generated. In other words, every measurement point contains x, y, and z.
coordinates and a calibrated luminance value. The output is that individual TLS scans are textured with two images covering both directions of the road. That enabled us to obtain comprehensive point coverage for the studied road surface. The perpendicular directions along the road were not evaluated in this study. The output is presented in Figure 5.

**Figure 4.** Road features such as paintings and kerbstones were used as corresponding points between a TLS-based intensity image and an RGB image for resolving the relative orientation.

**Figure 5.** The derived 3D luminance data of the road section; (a) bird’s-eye view and (b) orthographic view, from above. The points which are not textured by images are shown in grey. The positions of the scan and image stations are marked with black crosses (P1–P4) and lamp posts are marked with red dots (L1–L5). Coordinates are presented in ETRS-TM35FIN.

### 3.2. Statistical Analysis of Road Surface Luminance

The generated 3D luminance data enables us to evaluate the values according to their position or location on the road. Figure 6 shows the scatter plot of the right and left lane luminance values in the
longitudinal direction along the centerline of each lane. The luminance values were sampled by calculating an average value for 10 × 10 cm areas for creating the scatter plots in Figures 6 and 7.

Figure 7 shows the scatter plot for comparison between the right and left lane luminance values captured from different directions (positions 3 and 4). The right and left lane samples cover a 20 × 0.1 m area next to the lamp pole and in the middle of the lane. The results show equal luminance values for different capturing directions and they confirm the diffuse reflection behavior of the studied road. We found the standard deviation for the right lane observations to be 0.029 cd/m² and for the left lane 0.036 cd/m².

Figure 6. The (left) and (right) lane luminance values in the longitudinal direction along the centerline of each lane. The position of the lamps (L1–L5) are marked above the corresponding luminance peaks.

Figure 7. The (left) and (right) lane luminance values in the longitudinal direction along the centerline of each lane. The scatter plot shows the values captured from different directions (position 3, P3; and position 4, P4). The position of the lamp pole and samples are marked in red and blue. Coordinates are presented in ETRS-TM35FIN.
Further, the measured road surface luminances are presented in Table 1. The road surface next to lamp poles was measured with TLS and luminance imaging from both directions of the road as shown in Figure 7. Table 1 compares the results from northerly and southerly directions. Before comparison, the luminance values were sampled by calculating an average value for $10 \times 10$ cm areas. We derived Average luminance ($L_m$), Overall Uniformity of luminance ($U_o$), and Longitudinal Uniformity ($U_l$) values for three different sections of the road next to lamp poles 2, 3, and 4 [33]. $L_m$ is the average luminance of the carriageway measured at the center of each lane; $U_o$ is the ratio of minimum to average luminance in the defined road area, and $U_l$ refers to the ratio of minimum to maximum luminance in the longitudinal direction along the centerline of each lane. In Table 1 $L_m$ and $U_l$ value is calculated from a $20 \times 0.1$ m area next to the lamp pole. $U_o$ value is calculated from a $20 \times 2.0$ m area next to the lamp pole.

### Table 1. The comparison of the road surface luminance measured from northerly and southerly directions (N and S). Average luminance ($L_m$), Overall Uniformity of luminance ($U_o$), and Longitudinal Uniformity ($U_l$) values were derived for three different sections of the road next to lamp poles 2, 3, and 4. $L_m$ and $U_l$ are calculated separately for the left and right lane.

<table>
<thead>
<tr>
<th>Lamp</th>
<th>Direction (Position)</th>
<th>$L_m$, Left Lane (cd/m²)</th>
<th>$L_m$, Right Lane (cd/m²)</th>
<th>$U_o$ (%)</th>
<th>$U_l$, Left Lane (%)</th>
<th>$U_l$, Right Lane (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>N (P1)</td>
<td>0.211</td>
<td>0.221</td>
<td>0.425</td>
<td>0.286</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>S (P2)</td>
<td>0.206</td>
<td>0.214</td>
<td>0.433</td>
<td>0.385</td>
<td>0.286</td>
</tr>
<tr>
<td>L3</td>
<td>N (P2)</td>
<td>0.316</td>
<td>0.307</td>
<td>0.446</td>
<td>0.368</td>
<td>0.389</td>
</tr>
<tr>
<td></td>
<td>S (P3)</td>
<td>0.298</td>
<td>0.280</td>
<td>0.396</td>
<td>0.389</td>
<td>0.353</td>
</tr>
<tr>
<td>L4</td>
<td>N (P3)</td>
<td>0.383</td>
<td>0.369</td>
<td>0.495</td>
<td>0.478</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>S (P4)</td>
<td>0.346</td>
<td>0.346</td>
<td>0.399</td>
<td>0.318</td>
<td>0.364</td>
</tr>
</tbody>
</table>

### 4. Discussion

The integration of TLS and luminance imaging in this study proved to be a useful method for creating luminance-corrected 3D point cloud data for evaluating night-time road lighting conditions. In other words, the presented method combines calibrated luminance values (cd/m²) with 3D points. In other studies, the term “luminance correction” has also been connected with a point cloud rendering approach which removes luminance inconsistencies caused by different lighting conditions when taking the various 3D scans with color information [34].

The presented method requires that the relative orientation between the luminance images and intensity images of the 3D point cloud is solved in order to integrate the data sets into the same coordinate system. The registration error for all image pairs was 4.7 pixels, which was mainly caused by lower resolution on TLS intensity images. The calculation of the luminance was based on the RGB output values of a Nikon D800E digital still camera. The camera was calibrated with a reference luminance source. In terms of luminance imaging, it should be noted that the intensity of the reflected light may vary according to the viewing direction, particularly if the road surface is wet. We confirmed the diffuse reflection of the studied road by comparing the luminance values captured from different directions, and we achieved relevant results when the imaging was performed from a driver’s point of view (Figure 7). The standard deviations of the comparison were 0.029 cd/m² and 0.036 cd/m². In this study, we focused on measuring the lighting conditions on the road surface. However, the method can also be used to
evaluate the glare in the surrounding area. Luminance-corrected 3D point cloud could also be combined with eye-tracking data [4]. A detailed 3D point cloud produced by TLS also allows for the detection of the shadowing objects, poles, pole orientations, traffic signs, road markings, information boards, and other objects along the road. The results also confirmed that the method can be used to distinguish the variation in the lighting conditions on different sections of the road (Figure 6). Hence, the method is a new tool for monitoring lighting performance and variations of visibility level along the road (see e.g., [35]). In addition, road lighting standards set requirements for maintained average luminance and its uniformity [33]. These values have been calculated in Table 1.

The TLS method requires that the road is closed while the measurements are being taken. In this study, the TLS and image data acquisition from one measurement station took around 10 min; this limits the size of the study area to be examined. This constraint can be avoided by integrating luminance imaging with mobile laser scanning (MLS). This technology is a novel method for collecting street or road inventory data for design, maintenance, rehabilitation, and environment purposes. The MLS method has the ability to identify objects and areas that are difficult and time-consuming to identify via other mapping methods. The benefits of MLS are apparent in a measuring rate context, especially when compared to the TLS method. A good and recent comparison of performance of MLS systems on the market has been made by Kaartinen et al. [36]. In this study, the ROAMER system is compared with commercial systems from Riegl (Riegl VMX-250), Optech (Optech Lynx Mobile Mapper), and Streetmapper 360. In tests performed in a real life situation in the Espoonlahti area, the systems could reach an elevation accuracy of 35 mm from a range of 35 m, with the best system being capable of a planimetric accuracy of 25 mm from a range of 45 m [36]. When integrated to MLS system, the luminance mapping of roads could be performed parallel to MLS road inventories. The requirement for systems capable of measuring road lighting of long road segments, and producing georeferenced data has been brought up in research literature [6,37]. Integration of MLS and luminance measurement could also be applied for this purpose. In addition, other analyses concerning the road environment could be performed from the same data set, as mentioned above.

In this study, the photopic transformation function, presented in Equation (2), was used to calculate luminance values from an RGB image. Related to this, there are two main types of photoreceptor cell in the human eye: cone cells and rod cells. Cone cells are used when there is plenty of light. They are located in the fovea—the central area of the retina—and they make acute color vision possible. Rod cells are specialized in dark vision and are unable to distinguish between colors. Vision where only cone cells are used is called photopic vision, whereas in scotopic vision, only rod cells are used. In mesopic vision, both cone and rod cells are used simultaneously. It is debatable how well the photopic transformation function presented in Equation (2) actually performs. The actual transformation function is different in each digital camera and may differ more or less from the IEC standard [32]. For low scotopic luminance values (<0.005 cd/m²), the transformation function is also different and individual for each digital camera. In addition, if both photopic and scotopic transfer functions are known, it is possible to obtain the mesopic luminance value using the iterative formula presented in CIE 191 [38]. This complex extension was beyond the scope of this study but it could be considered in the future.
5. Conclusions

A promising and novel 3D luminance evaluation approach of night-time road lighting conditions based on luminance-corrected 3D point clouds is demonstrated in this paper. Despite developments in laser scanning technology and applications, we have not found any other studies that have implemented the fusion of laser scanning and luminance imaging data and created luminance-corrected 3D point cloud data. A detailed road environment model with luminance values is obtained using terrestrial laser scanning and luminance imaging with a Nikon D800E camera. The luminance values of the RGB images were calibrated with a reference luminance source, and the calibration showed a linear ratio between the digital values of the Nikon D800E camera and the reference luminance. We integrated these terrestrial data sources in the same coordinate system by determining the orientation of undistorted RGB images relative to the intensity images of individual terrestrial laser scans. In the achieved 3D point cloud every measurement point had also its own calibrated luminance value in addition to coordinates. We assume that in the future, road lighting conditions can also be evaluated by integrating luminance imaging with mobile laser scanning, which improves the measurement rates and increases cost effectiveness.
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