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Abstract

A method of augmenting an airborne vehicle for short-period dynamics and stability by passive means is presented in this study. A trajectory-phase disturbance rejection capability is achieved for an unguided fin-stabilized vehicle by flexible mounting of the fins to the vehicle body. The deflecting fins lag the body oscillation such that the harmonic oscillation can be quickly dampened. The amount of fin deflection may be chosen by a hinge-line location; among other things, the vehicle damping behaviour is largely determined by this choice. Linear theory is applied and 6-DOF simulations are carried out to demonstrate the approach suitability for the task.
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1. Introduction

An unguided vehicle’s atmospheric flight is sensitive to external disturbances particularly at the initial stage of a trajectory. The deviations at the early phase may become large at the end of a flight path. Furthermore, the guided vehicles may fly part of a trajectory without an active flight controlling device, and therefore some additional damping may be required. Random disturbances cause vehicle oscillation about the centre of mass, and this should be damped out as soon as possible. One way to relieve disturbance effects is to use a smart structure approach. A good example is a gimballed nose which reduces the nose lift. This subject has been studied extensively by Goddard [1], Kranz [2], Schmidt and Donovan [3], Barrett and Stutts [4], and Costello and Agarwalla [5]. Costello and Agarwalla [5] used 6-DOF computations to show that the impact point accuracy can be significantly improved by means of a moveable nose.

Another approach for passive flight control is to use an internal moveable mass in the vehicle, e.g. in the studies published at least by Hodapp [6], and Frost and Costello [7]. A further approach is to allow lengthening of the vehicle body in flight thus obviously benefiting the vehicle’s damping properties, which has also been one of the topics of this branch of science.

The capability of flexibly mounted fins to dampen such disturbances is studied in this paper. The effect of deformable fins on a vehicle’s passive control is documented by Underhill [8]. However, in this paper the fins are assumed to be rigid and also very light compared to the entire vehicle mass and no aeroelastic phenomena are considered. Additionally, the vehicle is assumed to be sufficiently rigid that the fin movement initiates no unwanted resonance phenomena.

Deflecting fins may be attached to the nose-part of a vehicle to provide obviously the same flight behaviour; however, the tail-mounted fins are given closer attention in this study. A
flexible hinge-line location is varied and the effects on a vehicle’s dynamics are investigated by means of linear theory and 6-DOF simulations. In practice, variation in the longitudinal position of the hinge-line in computational studies is carried out by changing a gain value. The values applied for the fin movement damping ratio in the simulations are assumed to be achieved mechanically and/or with the aid of aerodynamic fin damping. Obviously the flexible fin attachment may require a fin-locking mechanism under some circumstances before the free-flight phase of a vehicle.

2. Computational model and vehicle schematics

The dynamics of an airborne fin-stabilized vehicle is first studied using the linear theory. The results obtained are then verified by 6-DOF simulations. The 6-DOF equations are written in a non-spinning frame and a typical setup is employed as documented in Ref. [9].

Fig. 1. Airborne vehicle oscillatory behaviour after a disturbance.

An example of a vehicle oscillation after a disturbance (a launch for example) is given in Fig. 1. The short-period dynamics of a vehicle is augmented and the approach in this study is to delay the fins’ deflection. The turning lag of the fins is modelled by applying a second-order transfer function, and a damping ratio $\zeta_f$ and a natural frequency $\omega_f$ are chosen in such a way that the proper lag is obtained for a disturbance rejection. The stabilizing fins are assumed to deflect with a body angle of attack due to the air pressure. A “commanded” deflection (corresponding to a steady-state value) is obtained from a relation:

$$\delta_c = K_F \alpha$$

(1)

where $\alpha$ in Eq. (1) denotes a vehicle’s total angle of attack, which is the angle between a velocity vector and a body centreline. Fig. 2 illustrates a body-fixed frame and the angle of attack defined. The gain $K_F$ value is determined by the hinge-line location, fin details, and flexible joint properties, etc.

The fin numbering system and positive turning directions applied in the study are depicted in Fig. 3 as viewed from the rear of a vehicle. A fin positive deflection causes an anti-clockwise rolling moment, which is another definition used in the literature but no consensus exists concerning the issue (Zipfel [10]).

An equivalent fin concept is applied and, for example, a corresponding pitch deflection for the geometry in Fig. 3 is obtained from the following formula

Fig. 2. The vehicle body-fixed coordinate system. Positive moment directions are also depicted. The total angle of attack $\alpha$ is the angle between the $x_b$-axis and the velocity vector $V$. The applied aerodynamic forces present are those in a wind coordinate system ($D = \text{Drag}$ and $L = \text{Lift}$).
The positive equivalent fin pitch deflection causes a negative normal force $Z$ and a negative nose down-pitching moment $M$. In reality, individual fins may either turn separately, or opposite fins may be connected and turn about the same axis. The latter arrangement might provide adequate structure firmness needed at high speeds.

The equivalent true deflection angle of the fin is delayed from the command and it is obtained through a second-order connection

$$\delta = \frac{1}{\delta_{c}} \left( 1 + \frac{2}{\delta_{c}} s + \frac{s^2}{\delta_{c}^2} \right)$$

Eq. (3) is assumed to take into account inertial, mechanical and aerodynamic contributions. An example of a fin-stabilized vehicle tail geometry and a deflected fin is shown in Fig. 4.

The linearized vehicle system studied is shown in Fig. 5. The system impulse responses and pole-zero maps are obtained based on the structure shown.

The simplified airframe linear transfer function used in the study is

$$TF_{\text{plant}} = \frac{-M_a}{s^2 - (Z_a + M_q)s + Z_aM_q - M_a}$$

The dimensional derivatives present are

$$M_a = \frac{qSdC_{m_d}}{I_y}$$

$$M_{\delta} = \frac{qSdC_{m_{\delta}}}{I_y}$$

$$Z_a = \frac{qSC_{Z_{a}}}{mV}$$

$$M_q = \frac{qSd^2C_{m_q}}{2I_yV}$$

The whole closed-loop transfer function is

$$TF_{\text{cl}} = \frac{1 + K_p}{1 + K_p \left( \frac{M_a}{s^2 - (Z_a + M_q)s + Z_aM_q - M_a} \right) \left( \frac{(-M_a)}{s^2 - (Z_a + M_q)s + Z_aM_q - M_a} \right)}$$

The passive controlling system introduced does not include nor need an integral term to make a disturbance vanish. Nevertheless, a vehicle must possess static stability and the gain $K_p$ must be properly chosen to not cause system instability.

The turning effect of the fins on the 6-DOF simulation aerodynamics is still to be addressed and the coefficients applied are obtained from the connections

$$C_Z = C_{Za} + C_{Z\delta} \delta$$

$$C_{\alpha} = C_{\alpha a} + C_{\alpha \delta} \delta^2$$

$$C_m = C_{m a} + C_{mq} \delta + C_{mqq} \dot{q}$$

Finally, the dimensions and other physical properties of the generic vehicle studied are given in Table 1. The numbers given resemble the data of a mortar projectile with 6 or 8 fins. The flexible fins attachment setup is assumed to provide the expected control authority and the control derivatives given in Table 1 reflect an overall capacity of the entire fin-set.

Besides angle of attack, a deflection angle of an individual fin may depend on fin’s bank angle and a mutual interference between the fins. However, the pattern changes if opposite fins are connected or if the fin-set is a single solid unit gimbaled to the projectile base. Obviously the schemes mentioned are somewhat different and some fin-set and/or flow-field asymmetries may appear depending on the arrangement. Possible consequences are considered later in this study.
3. Results and discussion

3.1. Linear theory study

The linear method approach was first applied to determine the system response and the most important dependencies. An example vehicle velocity was taken to be 400 m/s and the air density was 1.2 kg/m³. The damping ratio \( \zeta = 0.7 \) was then used. The lower fin damping ratio \( \zeta \) values for the gain \( K_p \) were examined also for the lower one in a preliminary analysis. The natural frequency \( \omega_f = 100 \text{ rad/s} \) and the gain \( K_p = 0.75 \) were also varied in the study.

Fig. 6 shows the frequency domain pole-zero map obtained for the damping ratios chosen when the natural frequency of the fin turning was 50 rad/s and the gain \( K_p \) goes from 0 to \(-0.75\). The fixed-fin \( K_p = 0 \) pole-pairs are topped by zeros in Fig. 6; the other results shown are obtained for gain values \( K_p < 0 \) and stand for the actual fin turning cases. The zeros on the uncontrolled vehicle poles to the right are present owing to the realization of the transfer function algebra of the software applied. Nevertheless, the zero circle-symbols conveniently mark the open loop poles and are not removed from the figure.

The negative value of gain \( K_p \) indicates that, in the case of a vehicle “nose-up” angle, the equivalent fin pitch deflection is a negative “leading-edge down”. A hinge-line location forward from the fins’ aerodynamic centre is an obvious choice to enable the fin turning direction. The positive \( K_p \) values did not generate the sought vehicle damping ratio enhancement and were rejected from the studies.

The upper graph in Fig. 6 is for the fin turning damping ratio of 0.7 and the poles for the gain value \( K_p = -0.5 \) are indicated with a double-arrow. The gain value was adopted for further studies since it exhibits good performance as well as some margin that takes into account a fin’s aerodynamic centre travel with Mach number and a fin’s angle of attack. Also an in-flight varying kinetic pressure is tolerated and for example a velocity growth of about 10% will increase the gain up to (absolute) value \(-0.6\); with the increase in gain, the poles still remain in the left half-plane of the frequency domain.

In Fig. 6 the associated slow pole-pair of the vehicle is seen to move at first to the left and closer to the real-axis which increases the vehicle damping ratio. However, with increasing gain (absolute) value, the pole-pair moves to the real axis and another one back to the right and locates in the frequency domain origin when \( K_p = -C_{m_0}/C_{ml} = -2/3 \). In other words, the equivalent fin steady-state turning would be 2/3 of the angle of attack with the gain value and a vehicle would possess a neutral stability. Finally, an unstable pole location corresponding to the gain value \( K_p = -0.75 \) is indicated with an arrow on the right half-plane in Fig. 6 (the upper graph).

The corresponding behaviour obtained for the lower damping ratio of 0.35 (the graph below in Fig. 6) is basically similar, but the performance is not as good as in the case of the high fin damping ratio. The slow system pole-pair on the right does not move to the left as much as desired. Some improvement though is achieved again with respect to an uncontrolled vehicle response.

The fin natural frequency \( \omega_f \) chosen should not be too high since it leads to a failure of the delayed command controlling strategy. In the time domain, the deflecting fins would only spoil a basic harmonic oscillation without a particular effect on the damping history. In the frequency domain, the vehicle’s associated poles would essentially move towards the origin with an increasing absolute value of the gain \( K_p \); the increased damping ratio sought is not attained.

Additionally, too low a natural frequency \( \omega_f \) leads to a loss of the control authority since a vehicle oscillation is then not reached adequately. In the frequency domain, this means that a vehicle’s associated poles do not shift much when the gain \( K_p \) absolute value is increased; in the end, the gain only makes a turning fin’s associated pole move to the unstable region on the right. The fin turning associated pole-pair is seen at the left in Fig. 6.

Fig. 7 shows the linear open and closed-loop impulse responses, fin command and true fin turning time histories for
values $\zeta_f = 0.7$, $\omega_f = 50$ rad/s and $K_p = -0.5$. The corresponding frequency domain closed loop result is shown in Fig. 6 (on top) with the double-arrow. The damping ratio related to the root positions pointed out is quite high and the controlled vehicle disturbance in Fig. 7 is seen to dampen out smoothly in a short time.

The vehicle open-loop poles in Fig. 6 are those shown to the right with circle-symbols (zeros). The uncontrolled vehicle damped natural frequency is seen to be about 30 rad/s and the real axis value is about 2. The damping ratio is defined to be a ratio of the real part and an undamped natural frequency and the value achieved is hence only 0.07. The corresponding oscillatory time-domain open-loop result with a comparable oscillation period time 0.21 s is shown in Fig. 7. An example of such a badly damped vehicle swerve motion is sketched in Fig. 1.

The equivalent fin turning time histories shown with the closed-loop response (the graph below in Fig. 7) also behave smoothly. The commanded and true equivalent fin deflections shown are obtained with system modifications of moving the $K_p$ element and also the lag transfer function into a feed-forward part of the loop in Fig. 5. In practice, the delay of a fin deflection is seen to reduce vehicle’s pitch stiffness at the returning phase after a disturbance which prevents overshoot phenomena. A vehicle may possess unnecessary large pitch stiffness (or a static margin) to ensure a stable flight also in the transonic speed regime.

### 3.2. Nonlinear simulations

Trajectories were simulated with initial disturbances $q = \pm 300^\circ$/s present. An agreement of the impulse responses with given results in the linear theory was found to be excellent for the high damping ratio $\zeta_f = 0.7$.

The result equivalence is still quite reasonable for the low fin turning damping ratio $\zeta_f = 0.35$ ($\omega_f = 50$ rad/s and $K_p = -0.5$). The vehicle impulse response time histories of the first second after a disturbance are shown in Fig. 8 in which the 6-DOF result is marked with the dashed line. The disturbance is seen to vanish in about 0.5 s.

The vehicle’s neutral behaviour for the gain value $K_p = -2/3$ was detected in the 6-DOF simulations too, and the angle of attack and fin deflection histories are given in Fig. 9. The 6-DOF result shown corresponds with the slow pole location in the frequency domain origin (see Fig. 6). After the transient phase the vehicle ends up in a trajectory of gradually increasing angle of attack. The growth finally stops when a set limit ($\pm 10^\circ$) for the fin turning is reached after about 0.6 s of flight. The damping capacity is also lost at that point and the vehicle is seen to oscillate about a new equilibrium point.

The high gain value $K_p = -2/3$ may be used to stop some disturbance caused motion since pitch damping moment coefficient has a quite large negative value. However, a steady state angle of attack after a transient will depend on the control action initiating time; the zero angle of attack is just another indefinite state of equilibrium.

A higher $K_p$ gain absolute value makes the vehicle unstable in the 6-DOF simulations, as predicted by the linear analysis with the right half-plane pole present (see Fig. 6).

### 3.3. System stability considerations — time delay

A system’s stability may be adversely affected if some non-modelled phenomena are present in an examined loop. The system observed in this paper would, as an active controlling...
setup, become unstable with for example a dead-time present. The dead-time might be associated with the beginning of the fin’s turning movement.

However, the system constructed is a passive one without any command or feed-back memory in the loop. This means that erroneous commands do not spoil the control system and it is able to function properly right away when some possible fin turning related mechanical threshold value is exceeded. This was also proven in the 6-DOF studies. Realization of the simplified system seems to be robust and the non-modelled delays obviously present in reality are not expected to cause difficulties.

The active and passive control system performances are depicted in Fig. 10 with a dead-time value of 0.03 s. The control setup values were $\alpha_{f} = 0.7\omega_{f} = 50$ rad/s and $K_p = -0.5$ and an active control system was imitated in the study by making use of a command memory bin; the equivalent fin deflection command was computed again according to Eq. (1). The pure time-delay is seen to make the active system oscillate.

The controlling scheme described might be applicable to damp, for example, ejected vehicle movement from an aircraft and prevent a nose-up manoeuvre following the initial nose-down angular velocity at launch. However, some ballistic vehicles may also need a trajectory angle correction after a disturbance to minimize dispersion. A properly chosen dead-time before initiating the control phase also allows a reversal correction action to take place before settling of the oscillation. The trajectory correction mechanism is thus different from the one of the moveable nose; the moveable nose reduces the nose lift and the first maximum yaw with a reduced dispersion as a consequence.

Fig. 10. Active (top) and passive controlling system behaviour with a 0.03 s dead-time present in the loop.

3.4. System stability considerations — aerodynamic coupling

Another potential system instability source not included in studies so far is an aerodynamic coupling called the Magnus phenomena. Some amount of coupling is probably present in flight, at least in the case of a vehicle spinning around its centreline. The delayed and possibly asymmetrical fin deflections together with a somewhat asymmetric flow-field are assumed to couple the pitch and yaw channels, and this is addressed with another equivalent fin command in the 6-DOF simulations. The command is oblique to the actual controlling command and is obtained from a relation

$$\delta_{cMag} = \pm K_{pMag} \alpha$$

(13)

The system was found to tolerate quite large erroneous commands. Fig. 13 shows the system responses in the cases of no Magnus phenomena present and on the other hand when the Magnus gain $K_{pMag}$ is as much as 0.25. The vehicle controlling moment vector produced by the fin-set tilts 26.6° owing to the coupling in this case (seen from the rear of the

Fig. 11. Passive controlling system behaviour with a 0.1 s dead-time present in the loop.

Fig. 12. Vehicle flight path angle after an initial disturbance with and without dead-time present in the loop.
vehicle). The vehicle spins around the centreline at 1 rps and the initial angular velocity disturbances around the y- and z-axes are \( q = r = -100^\circ/s \). Fig. 13 gives the pitch and yaw components of the total angle of attack in the non-spinning coordinate frame shown in Fig. 2. The Magnus phenomena are seen to cause some over-shoot but otherwise the damping time is the same. However, it seems that a moderate vehicle spinning together with properly chosen fin response properties might also enable a trajectory angle correction action before a disturbance settling.

4. Conclusions

Based on the results obtained, it seems to be possible to reject disturbance effects on an airborne vehicle flight by a suitable choice of fin attachment location and properties. Both the linear and non-linear methods give results which support this finding.

The trajectory correction mechanism is different from the one of the moveable nose; the moveable nose reduces the nose lift and the first maximum yaw with a reduced dispersion as a consequence. The approach presented in this study decreases vehicles’ pitch stiffness in a controlled manner and the effect on a trajectory depends on the initiating time of the controlling action.

The passive system presented was found to be quite robust with respect to system time-delays and an aerodynamic coupling. The method provides good damping properties and also a trajectory correction action following some initial transient. The results encourage further studies on the topic. Particularly multi-body analysis with a detailed fin dynamics model is needed in order to validate the discussion presented in this paper. A Monte Carlo analysis using the more advanced system model would provide a confidence needed to move on to possible experimental phase of the research work.
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